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Coulda, Woulda, Shoulda

STEPHEN Y ABLO

1 Terminology

A main theme of Saul Kripke’s Naming and Necessity (1980) is that metaphysical
necessity is one thing; apriority, analyticity, and epistemic/semantic/concep-
tual necessity are another. Or rather, they are others, for although the relations
among these latter notions are not fully analyzed, it does emerge that they are
not the same notion.

‘Apriority’ and ‘analyticity’ are for Kripke nontechnical terms. They stand
in the usual rough way for knowability without appeal to experience, and truth
in virtue of meaning. Examples of apriority are given that it is hoped the reader
will find plausible. And a schematic element is noted in the notion of know-
ability without experience; how far beyond our own actual cognitive powers
are we allowed to idealize? Beyond that, not a whole lot is said.

Analyticity, though, does come in for further explanation. The phrase ‘true
in virtue of meaning’is open to different interpretations, Kripke says, depending
on whether we are talking about ‘meaning in the strict sense’ or meaningin the

This paper owes a lot to discussions over the years with Ned Block, Alex Byrne, Tamar Szabd
Gendler, Sally Haslanger, John Hawthorne, Frank Jackson, Joe Levine, Brian Loar, Jim Pryor,
Gideon Rosen, Sydney Shoemaker, and Robert Stalnaker. A larger debt is to David Chalmers; if
Istill haven’t got two-dimensionalism right, Lord knows the fault is not his. I thank him for years
of patient explanation and good-natured debate. May heaven smile on Tamar and John for their
extraordinary work on this volume, and in particular for the excellent Introduction. I am grate-
ful, finally, to Saul Kripke for Naming and Necessity, three lectures so inconceivably great as to
hardly seem possible.
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looser sense given by a term’s associated reference-fixing description, A sen
tence like ‘Hesperus s visible in the evening’ comes out loosely analytic byt no;
strictly so, since the meaning proper of ‘Hesperus’ is exhausted by its standin
for Venus. ®

Kripke stipulates that ‘analytic’ as he uses the term expresses strict analytici
and he takes this to have the consequence that analytic truths in his sense a?;
metaphysically necessary truths (‘an analytic truth is one which depends on
meanings in the strict sense and therefore is necessary’ (1980: 122 n. 63) ). He
notes, however, that one might equally let the word express loose analyticity,
and that on that definition ‘some analytic truths are contingent’ (ibid.). ’

Given the care Kripke takes in distinguishing the kind of analyticity that
entails metaphysical necessity from the kind that doesn’t, one might have
expected him to draw a similar distinction on the side of apriority: there would
be an apriority-entailing kind of analyticity and a kind that can be had by
non-a priori statements. ‘Hesperus is Phosphorus’is not a priori, but since its
meaning is a proposition of the form x = x, and any proposition of that form is
true, it could be considered true in virtue of meaning. I am not endorsing this
particular example, just pointing out a move that could have been made.

Kripke seems, however, to take it for granted that analytic truths will be a
priori knowable. In his characterization of loose analyticity he speaks, not of
statements whose truth is guaranteed by reference-fixing descriptions, but ones
whose ‘a priori truth is known via the fixing of a reference’ (1980: 122 n. 63,
italics added). A non-Kripkean line on the apriority of analytic statements will
be elaborated below.

I said that apriority and analyticity were for Kripke (relatively) ‘ordinary’
notions. There are intimations in Naming and Necessity of a corresponding
technical notion: a notion that explicates apriority/analyticity as metaphysical
necessity explicates our idea of that which could not be otherwise. This tech-
nical notion—potentially a partner in full standing to metaphysical necessity—
needs a name of'its own. What should the name be?

‘Epistemic necessity’is best avoided because, as Kripke says, to call S epistem-
ically possible sounds like a way of saying that it is true (or possible) for all one
currently knows." A notion explicating apriority/analyticity should not be so
sensitive to the extent of current knowledge. One doesn’t know how to prove
Goldbach’s conjecture today, but one might tomorrow; it would then turn out
to have been necessary (in the partner sense) all along.

* DeRose (1991) argues that this familiar condition is not enough. If contrary information is
.th.ere for the taking, and/or possessed by relevant others, then S is not epistemically possible, even
ifit could be true for all I myself know.
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‘Semantic necessity’ too is liable to mislead, since for some people, Kripke
included, ‘Hesperus’ and ‘Phosphorus’ are semantically just alike, yet it is pos-
sible in the partner sense that Hesperus # Phosphorus. As Kripke says, one is
inclined to think that it could have turned out either way.

If 2 name is to be given, then, to the nonmetaphysical modality that features
in Naming and Necessity, ‘conceptual’ is probably the least bad. It is true that
Kripke doesn’t use the word ‘conceptual’ and doesn’t talk much about con-
cepts. But his nonmetaphysical necessities do have their truth guaranteed by
the way we have represented things to ourselves; and we can think of ‘concept’
as just evoking the relevant level of representation. Conceptual necessity will
then be the technical or semi-technical notion that Kripke runs alongside, and

to some extent pits against, metaphysical necessity.

2 Conceptual Necessity

An enormous amount has been done with the metaphysical/conceptual
distinction. Yet, and I think this is agreed by everyone, the distinction remains
not terribly well understood. One reason it is not well understood is that the
conceptual side of the distinction didn’t receive at Kripke’s hands the same sort
of development as the metaphysical side.

This might have been intentional on Kripke’s part. He might have thought
the conceptual notion to be irremediably obscure, but important to mention
lest it obscure our view of metaphysical necessity. Certainly this is the attitude
that many take about the conceptual notion today. It could be argued that
much of the contemporary skepticism about narrow content is at the same
time skepticism about conceptual possibility. Narrow content, if it existed,
would give sense to conceptual possibility: holding its narrow content fixed, S
could have expressed a truth. If one rejects narrow content, one needs a differ-
ent explanation, and none comes to mind. Going in the other direction, one
might try to define S’ narrow content as the set of worlds w whose obtaining
conceptually necessitates that S. Lewis remarks somewhere that whoever
claims not to understand something will take care not to understand anything
else whereby it might be explained. If you don’t understand narrow content,
you will take care not to understand conceptual possibility either.

But, although many people have doubts about conceptual possibility,a num-
ber of other people are entirely gung ho about it. Some even treat it (and narrow
content) as more, or anyway no less, fundamental than metaphysical possibility
(and broad content). An example is David Chalmers. He calls S narrow con-
tent its ‘primary intension’, and its broad content its ‘secondary intension’.




444  StephenYablo

One suspects that the order here is not accidental. And even if the suspicion ;
on is

wrong, the primary intension is certainly a partner in full standing
In this paper I try not to take sides between the skeptics and the beliey,
ers,

My topic is how conceptual possibility should be handled SUppPOsing it is going ¢
be handled at all. If 1 do slip occasionally into the language of the believers t‘i 0
> that

is because I am trying to explore their system from the inside, in order to s
au _ » ee
what it is capable of, and whether it can be made to deliver the advertised king
: s
of results. (I should say that my own leanings are to the skeptical side, tho

I think the issue is far from settled.) e

3 Initial Comparisons

Kripke’s theory (or picture) of metaphysical modality is familiar enoueh
He says that it holds necessarily that S iff S is true in all possible worlds Tgh‘
word ‘i’ is, however, misleading. It suggests that S (or an utterance therc:of) j:
_to be seen as inhabiting the world(s) wwith respect to which it is evaluated That
is certainly not Kripkes intent. His view is better captured by saying that S (that
well-known denizen of our world), to be necessary, should be true of all pos
'sible worlds. Every world should be such that S gives a correct descriptioi o_f
it. Every world should be such that the way S describes things as being is a wa
that it in fact is. ’
Conceptual possibility too is explained with worlds. To be conceptuall
possible is to be in some appropriate sense true with respect to—or fo}rf
short, true at—w for at least one world w. But what is the appropr,iate
sense? Everyone knows the examples that are supposed to bring out how
.conceptual modality is different. It is conceptually possible, but metaphysically
fmpossible, for Hesperus to be distinct from Phosphorus. This is because
Hesperus # Phosphorus’ is true at a world that it fails to be true of. The
metaphysical/conceptual contrast thus hangs on the contrast between true-ofoiw
as just discussed and the notion of true-at-w that we must now attempt to
develop.
‘ Here is the obvious first stab: S is true at w iff S as uttered in w is true of .
‘Hesperus # Phosphorus’ uttered here in the actual world means that Venus
?sn’t Venus; uttered in w, it might mean that Venus isn’t Mars. If. in w. Venus
indeed isn’t Mars, then ‘Hesperus # Phosphorus’is true at w. And’so w t’estiﬁes
to the conceptual possibility of Hesperus not being Phosphorus.
‘ Compare now an S that strikes us as not conceptually possible: for instance,
Phosphorus # Phosphorus’. Uttered in w, this means that Mars # Mars.
Since that is false of Mars, in w or anywhere else, w does not testify to the
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conceptual possibility of Phosphorus not being Phosphorus. Unless there are
worlds where uttering ‘Phosphorus # Phosphorus’is speaking the truth, that
Phosphorus # Phosphorus is not conceptually possible.

But, and here is where the trouble starts, there are worlds like that. For there

are worlds in which ‘Phosphorus # Phosphorus’ means something other than
what it actually means (say, that Phosphorus is identical to Phosphorus) and in
which the other thing is true. So it looks like we reach the wrong result. It

should not make ‘Phosphorus # Phosphorus’ conceptually possible that there
are worlds in which ‘#’ expresses identity!

One remembers this sort of problem from Kripke’s discussion, not of
conceptual possibility, but metaphysical possibility. Let it be, he says, that w
contains speakers (maybe our counterfactual selves) who understand S eccent-
rically from our point of view. That has no bearing on the issue of whether

S is true of w:

when we speak of a counterfactual situation, we speak of itin English, even if it is part
of the description of that counterfactual situation that we were all speaking [another
language] . . . We say, . . . ‘suppose we had been using English in a nonstandard way’.
Then we are describing a possible world or counterfactual situation in which people,
including ourselves, did speak in a certain way different from the way we speak. But
still, in describing that world, we use English with our meanings and our references.

(1980:77)

By ‘tail’, for example, the inhabitants of w might mean wing. If so, then
assuming w’s horses resemble ours, they speak falsely when they say ‘horses
have tails’. That is irrelevant, Kripke says, to the metaphysical necessity issue.
‘Horses have tails’ is as true of w as of the actual world. This is crucial if state-
ments are to come out with the right modal status. ‘One doesn’t say that “two
plus two equals four” is contingent because people might have spoken a lan-
guage in which “two plus two equals four” meant that seven is even’ (1980:77).

How much of this still applies on the conceptual side? Worlds where
‘Hesperus # Phosphorus’ means that Venus # Mars can (as we saw) bear
witness to the conceptual possibility of Hesperus not being Phosphorus. So in
judging conceptual contingency, we do want to look at w-speakers who, in a
broad sense, mean something different by S than we mean by it here.

But there are limits; we are not interested in w-speakers who by ‘Hesperus #
Phosphorus’ mean that Hesperus is identical to Phosphorus, or that it’s
snowing in Brooklyn. It thus becomes important to know in what ways
the meaning of S in the mouths of w-speakers can differ from the meaning of
S in our mouths, for the truth of S as uttered in w to be relevant to the concep-
tual possibility of S here. Something has got to be held fixed, but what?
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4 Holding Fixed

First try: S has got to mean the very same in w as it means here.

This holds too much fixed. ‘Hesperus’ and ‘Phosphorus’as they are used
:both mean Venus, and ‘#’ expresses nonidentity. A counterfactual utteSe e
Hesperus # Phosphorus’ that respected these facts would have to mzance ®
Venus # Venus; and so the utterance would not be true. But then it x;r]ll e
come out conceptually possible that Hesperus # Phosphorus, as it should %

Second try: Corresponding expressions should mean the same. o hav 'h i
references fixed by the same or synonymous descriptions. , s

This is all right as far as it goes, but there is a problem of coverage. If a ref;
ence-fixing description is one that picks out the referent no matter 'whatleherh
reference-fixing descriptions are hardly ever available. One doesn’t kno,t o
‘any description guaranteed in advance to pick out the referent of ‘Homevi]’ Of-‘
water’. So the second proposal reduces in most cases to the first, which 1 ’01
seen to be inadequate. , e

A third approach puts conditions not on S in particular, but on w as whole:
w bears on S% conceptual possibility if and only if it is an ‘epistemnic counte: .
pa_rt’ of our world, in the sense of confronting the speaker with the sa .
evidential situation as he confronts here. If w is an epistemic counter artmef
a.ctual‘ity, then S meaning can change only in ways that leave the evigentice)d
situation as is; that is what it takes for S’ truth in w to bear witness to its
conceptual possibility here.

A seeming advantage of the proposal is that it no longer attempts to specify
the relevant aspects of meaning (the ones that are supposed to be held fixed)
explicitly. The thought is that those aspects, whatever they are, are fixed inter
alia by fixing the entire evidential situation. This is also the prop’osal’s problem
though. Mixed in with the semantical material we want to hold fixed will bé
nonsemantic circumnstances that should be allowed to vary. One doesn’t want
to hold fixed that there seems to be a lectern present, or there seeming to be a
lectern present will be classified as conceptually necessary. That is clearly the
wrong result. Appearances are conceptually contingent if anything is.

5 Subjunctives

The kind of necessity we are calling conceptual is left by Kripke in a precarious
state. Judging conceptual necessity is judging whether S as uttered in w is true
of w. This collapses into triviality unless certain aspects of S’s meaning are held
fixed. And it is unclear which aspects are intended. ;
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Why do the same problems not arise for metaphysical necessity? The usual
answer is that with metaphysical necessity, one needn’t bring in a counterfac-
wual utterance at all. One considers whether our utterance, saying (or meaning)
just what it actually says (means), gives a true description of w. But this doesn’t
give us much guidance in some cases.

Suppose we are trying to evaluate ‘horses have tails’ with respect to w. You
/maintain, reasonably enough, that what ‘horses have tails’ actually says is that
tails are had by Northern Dancer, Secretariat,. . . (fill in here the list of all actual
horses). You conclude that ‘horses have tails’ is true of wiff Northern Dancer,
Secretariat, . . . (or perhaps just those of them that exist in w) have tails in w.

Someone else maintains, just as reasonably, that ‘horses have tails says that if
anything is a horse, then it has a tail, She concludes that ‘horses have tails’ is
true of w iff the things that are horses in w have tails in w. The two of you dis-
agree, then, about how to evaluate ‘horses have tails’ at a world that contains all
our horses (complete with tails) plus some additional horses that lack tails.

Who is right? What is really said by an utterance of ‘horses have tails” and
how do we tell whether it is true of a counterfactual world? These questions
have no clear answers. One might, I suppose, look for answers in the theory of
what is expressed, or what is said, by sentences in contexts. But it would be
with a heavy heart (and not only because the notion of what is said is so
slippery and vague). Almost every question in semantics can be framed as a

question about what some S expresses in some context. It would be nice if we
didn’t have to do the full semantics of English before the truth-conditions of
‘necessarily S’ could be given.

Ifthere were no way around this problem, I doubt that Kripke’s approach would
have found such widespread acceptance. One imagines, then, that the Kripkean
has a response. Here is how I imagine it going: “You are taking the “saying what it
actually says” phraseology too seriously in some way. If any real weight were
going to be laid on that way of putting it, then yes, a story would be needed about
how it is determined what is said. But“saying what it actually says”is just a heuris-
tic. It reminds us that it doesn’t matter, in considering whether S is true of v, what
the citizens of 1w mean by S. How in that case is true-of to be understood, you ask?
One option is to treat it as primitive. But this option is problematic. It gives the
skeptic about metaphysical possibility too big an opening; she can claim to find
the primitive incomprehensible. It would be better if we could explain truth-of in
terms that the skeptic, as a speaker of English, already understands. This can be

done using the subjunctive conditional. To say that S is true of a world wis to say

that fiad w obtained, it would have been that S’

% See in this connection Chalmers (2000).
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Consider in this light the ‘controversy’ about horses and their tails, When
we evaluate ‘horses have tails’ with respect to w, is it only the actual horses that
matter, or do horses found only in w have to be taken into account as well?
Suppose that although actual horses have tails, s additional horses includé
some that are tail-less. Is ‘horses have tails’ true of w?

The subjunctive account makes short work of this conundrum. Had w
obtained, it would not have been that horses had tails; there would have been
some horses with tails and some without. So ‘horses have tails’ is false of 1,

Return now to the case of a w where ‘tail’ means wing. Does the fact that
w-people speak falsely when they say ‘horses have tails’ show that ‘horses have
tails’ is false of w? It doesn’t, and we can now explain why in a theoretically
uncontroversial way. The question is whether horses would still have had tails
if people had used ‘tail’ to mean wing. They clearly would have; how peoplé
talk doesn’t affect the anatomy of horses. Had ‘tail’ meant wing, ‘horses have
tails’ would not have been true, but horses would still have had tails,

6 Disparity

All this is to emphasize the disparity,in the immediate aftermath of Naming and
Necessity, between metaphysical and conceptual necessity. The first was in good
shape—because it went with ‘S is true of w’, which could be understood as ‘it
would have been that S, had it been that w’. The second was in bad shape—
because it went with ‘S is true when uttered in 1, which had to be understood
as ‘it would have been that S was true, had it been that w, and had S retained
certain aspects of its actual meaning’.

Then a brainstorm was had that seemed to restore parity.?

Recall what we do to judge metaphysical necessity. We ask of various worlds
wwhether S (our S, natch) is true of w. The Kripkean tells us that to judge con-
ceptual necessity, we need to ask, not whether S is true of w, but whether it is
true (as spoken) af w. But maybe it wasn't really necessary to move S over to w.

3 Atleast three ideas were involved. (1) Instead of moving S over to 1, bring w back to S. To
do that, (2) evaluate S on the hypothesis that w actually obtains. To do that, (3) evaluate the
indicative conditional ‘if 1 actually obtains, then S’. (1) and (2) are present to some degree in
Evans (1979) and Davies and Humberstone (1980), and are explicit in Chalmers (1994). [ am not

aware of any discussion of (3) before Chalmers (1996, 2000). See also Segerberg (1972), White
(1982), and Stalnaker (1972, 1990, 1991).
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A different option is to move w over to actuality: to the place where the token
of S that we want evaluated in fact occurs.*

All right, but how do we do that? It looks at first very simple. Just as, when
judging metaphysical necessity, we consider was counterfactual, so, when judg-
ing conceptual necessity, we consider it as counteractual. We consider it as a
hypothesis about what this world is like. Of course, we do not in general believe
the hypothesis. But that should not deter us; we are masters at working out how
matters stand on hypotheses we reject. Evaluating S with respect to counter-
actual wis asking whether S holds on the hypothesis that wis (contrary to what
we perhaps think) this very world.

For example, it is conceptually possible that Hesperus # Phosphorus
because, if we suppose for a moment that this world is one in which Hesperus-
appearances are due to Mars and Phosphorus-appearances to Venus, then
clearly (on that supposition) we are wrong to think that Hesperus = Phosphorus.
It is not that counterfactual people are wrong about their world. It is we who are
wrong about onr world, on a certain hypothesis about what our world is like.

This sounds like progress, but we should not celebrate too soon, because the
disparity with metaphysical modality is not entirely gone.

I said that everyone would (should!) have been unhappy if they had been
asked to treat ‘true of counterfactual w’ as a semantic primitive. We are willing
to rest so much on true of because of the explanation we have been given of that
notion: S is true of w iff, had w obtained, it would have been that S. It is this
biconditional, with ‘true of’ on the left and a counterfactual on the right, that
convinces us that there’s a there there.

Apart, though, from some suggestive talk about what to say ‘on the supposi-
tion’ that w obtains, we have no comparable explanation of what is involved in
S’ being true with respect to counteractual w. If we use ‘true if v’ for truth
with respect to a world conceived as actual, the problem is that ‘true of” has
been translated into English and ‘true if” has not.

4 A third option is to leave S and w where they are, and treat ‘true if”asa trans-world primitive.
This is one possible reading of Chalmers’s remark (1994) that ‘we can retain the thought from the
real actual world and simultaneously ask its truth-value in other actual-world candidates without
any loss of coherence’. He adds in a footnote that ‘Doing things this way . . . avoids a problem: . . .
raised by Block (1991) and Stalnaker (1991). The problem is that of what nust be “held constant”
between contexts . . . On my account, nothing needs to be held constant, as we always appeal to
the concept from the real world in evaluating the referent at [an actual-world candidate] (1994: 42).
This is certainly one way to go. But it has its costs. If taking ‘true of " as primitive is obscurantist,
primitivism about ‘true if” borders on mysticism (our pre-theoretical grip on the second is that
much weaker).
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7 Indicatives

One proposal about this suggests itself immediately. Since ‘true of” goes with
L:OLII?felﬁlC.tI/la[ conditional, ‘true if” perhaps goes with the correspondin ind1 t :
ive conditional. ‘S is true if w’ says that if win fact obtains (evidence to rheg co; ’f‘”‘
notwithstanding), then S. e
The proposal is intriguing because it offers to link two deep distinctions:
metaphysical versus conceptual necessity, on the one hand, and subjun (t)'ns.
versus indicative conditionality, on the other. The reason it is :)nly meti hcsl'Ve
ally necessary that Hesperus = Phosphorus is that there are worlds w sufh Zth—
although Hesperus would have been Phosphorus had w obtained, it i .
Phosphorus if w does obtain. R
Do tl'_le two conditionals really ‘predict’ the two types of necessity? Befor
flttemptmg to decide this, we need to remember how we got heré It w. .
important for metaphysical necessity to keep what-is-said fixed as we e'valu : :
S aF w. Subjunctives are valued because they in effect do this, without dra ;e
us 1nt§ controversies about what is in fact said. It is nof important to conceg gtui
necessity to keep what-is-said fixed; indeed, we are willing and eager t}P;at i
should change in certain respects under the impact of this or that couiteractu 1;
hypothesis. (For example, we are eager for ‘Hesperus = Phosphorus’ to takae
on a content having to do with Venus and Mars.) Crucially, though, we do not
want S's meaning to be changeable in all respects. (We don’t’want ‘H’esperus =
Phosphorus’ to acquire a content having to do with nonidentity.) Indicatives
are aFtractive because they seem to deliver an appropriate measure of meaning-
ﬁxano‘n, Just as subjunctives did on the metaphysical side. :
Indicatives appear to deliver an appropriate measure of meaning-fixation
BuF when you look a little closer, the appearance fades. Indicatives don’t in facé
Fiehver anything in the way of meaning-fixation. The meaning of S as it occur.
in th'e consequent of an indicative conditional can be changed all you want b :
putting the right kind of misinformation into the antecedent. Example: If ‘taﬂ}j
had me'{mt wing, horses would still have had tails. But suppose that ‘t;lil’ does
mean wing; it has meant wing all along, not only in others’ mouths but also our
own;a bréin glitch (or demon) leads us systematically astray when we reflect on
th.e meaning of that particular word. Then, it seems clear, horses do not have
tails. If “tail’ as a matter of fact means wing, then to say th;t horses have tails is

to say that they have wings. Horses do not have wings. So if ‘tail’ means wing
then horses do not have tails. ,

5 Chalmers (2000).

p .
Indi iti iti i
. P(}:?;lve conditionals are conditionals with antecedent and consequent in the indicative
mood. i i
ilosophers have proposed various theories of these conditionals. One, defended by
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You may say: why should it be a problem if there are counteractual worlds at
which horses lack tails? That is not the problem. The problem is that there are
worlds where horses lack tails not for anatomical reasons but on account of ‘tail’ not
meaning tail. If horses can lose their tails that easily, then take any S you like, it
is true in some counteractual worlds and false in others. It is true in worlds
where S means that X, and X is the case, and false in worlds where S means’,
and Y is not the case. This spells disaster for the indicative approach to con-
ceptual possibility. It should not make ‘Hesperus # Hesperus’ conceptually
possible that there are worlds where people use “#” to express identity.

8 Narrow Content

The indicative is not the conditional we want. But it is close. We wanta cond-
itional A — C that s like the indicative except in one crucial respect: C is pro-
tected from a certain sort of meaning shift brought on by A.

An example of the ‘good’ or ‘permitted’ sort of meaning shift is the kind
exhibited by ‘Hesperus # Phosphorus’ on the supposition that Phosphorus-
appearances are caused by Mars. An example of the ‘bad’sort of meaning shift
is that exhibited by “Phosphorus # Phosphorus’ on the supposition that *#’
expresses identity.

It may seem that the answer is staring us in the face. The ‘bad’kind of mean-
ing shift is the kind that mucks with S’ narrow content. Our conditional should
be such that S’ narrow content is the same when we condition on w as when
we don’t. (The indicative is wrong because the narrow content of ‘horses have
tails’ is one thing if ‘tail’ means wing, another thing if it doesn’t.) Calling the
actual narrow content NC, attention is to be restricted to worlds such that w
obtains — S (still) means NC.

But, although helpful as an intuitive constraint, this doesn’t solve our prob-
lem. This is partly because one doesn’t know what the narrow content in fact is;
NC has been pulled out of a hat. Second, though, to appeal to narrow con-
tent in this context gets things the wrong way around. The reason for being
interested in ‘S is true if 1’ was to get a better handle on conceptual necessity.

Grice (1989), is that they are ‘material’, or truth-table, conditionals. Another, defended by Adams
(1975), is that they are probability conditionals. Chalmers in recent work declares a preference
for the material conditional, regardless of its relation, if any, to the indicative. (He requires the
material conditional to hold a priori.) The objection in the text applies regardless. However the
indicative is interpreted, A's a priori entailing C suffices for the apriority of if A then C’. The
conditional 4f horses are wingless and “tail” means wing, then horses do not have tails’ has A a

priori entailing C, so the conditional is a priori.




452 StephenYablo
Coulda, Woulda, Shoulda 453

means,as Kripke hints it does mean, 4t could have been that: S and we believed
that S and with justification’. This interpretation, however, leaves it a mystery
why the second inclination outlasts the first—why we persist in thinking that
it could have turned out that Hesperus wasn’t Phosphorus even after giving up
on the idea that Hesperus could have been other than Phosphorus.

I propose that the persisting thought is correct. Kripke to the contrary, it
could indeed have turned out that Hesperus wasn’t Phosphorus. That is what
would have turned out had it turned out that Phosphorus-appearances were

Bu i tw
) t, as noted above, conceptual necessity and narrow content are o sid
t - . . . es
€ same coin. The idea is to explain narrow content using —, not — >
’ us

narrow content. ing

9 Turning Out

Our problem now is similar to one faced earlier in connection with metaphys;
cal Tmcessity. It seemed that an account of true of would have to appe ilp e
notlion of what is said. That would be unfortunate, because it W(fflda ~t0 e
the intended order of explanation. The what-is-said of an utterance (itle‘:bverSe
contfant, nearly enough) is given by the worlds of which it is true TheS ro?d
case in which S’s broad content takes in all worlds is what is otheliwise ijecml
as métaphysical necessity. That is why we don’t want to use broad contnown
explain true of. Our current worry is the same, except that it concerns te n c tf)
rather than true of, and narrow content rather than broad. ik
HOW did we deal with that earlier problem? By calling in the subjuncti
Wt? said that S is true of w iff it would have been that S, had w obtairJled Cf_?}zle‘
claim was that this construction automatically targets the agreement o. 1 li
thereof between w and S’ broad content. Can a construction be foun; ;LC
automatically targets the agreement or lack thereof between w and S’s ' ”
content, as the subjunctive does for broad content? o
One that comes pretty close occurs in Naming and Necessity itself. Kripke
notes that we’re at first inclined to think that Hesperus and Phosph P
(although in fact identical) could have been distinct. Then we learrf aglus
metaphysical versus other types of necessity, and we lose the inclinatizu't
Hesperus and Phosphorus could not have been distinct. Even now. tho E,
apprised of the metaphysical facts, we are still inclined to think that it ;ouldl;g ,
turned out that Hesperus was distinct from Phosphorus. o
. It is this phrase ‘could have turned out’ that I want to focus on Kripke i
right to represent us as still inclined to think that it could have turne.d Oli th;z
Hesperus was distinct from Phosphorus, even after we have taken on board that
it Fould r10.t have been that Hesperus was distinct from Phosphorus. The inclir?—
ation persmts‘ even among practicing modal metaphysicians (who ought to
kno’\y better, if there is better to know). This suggests that ‘could have tirn d
out” is special in ways we should try to understand. )
It suggests it to me, anyway. Kripke apparently does not agree. He maintains
that the sec9nd inclination is just as mistaken as the first. Not only could it not
have been, it could not even have turned out that Hesperus was distinct from
Phosphorus. This is only to be expected if ‘it could have turned out that S’

appearances of Mars. It could not, however, have turned out that Phosphorus
# Phosphorus, even granting that‘#’ could have turned out to express iden-
tity. That is a way for it to turn out that that ‘Phosphorus # Phosphorus’ is
true, not a way for it to turn out that Phosphorus # Phosphorus.”

10 Conceptual Possibility

1t would have turned out that C, had it turned out that A shares features with both
the indicative conditional and the subjunctive. It resembles the indicative in
making play not with counterfactual worlds, but with suppositions about our
world. It resembles the subjunctive in that the consequent C is protected from
a certain kind of semantic influence on the part of A. The way C (narrowly)
represents things as being is left untouched by ‘had it turned out that A’. The
role that the antecedent plays is all on the side of whether things are, on the
hypothesis that A, the way that C (in actual fact, given that the hypothesis is
false) narrowly represents them as being.

If “tail’ means wing, we said, then horses lack tails. — is supposed to be dif-
ferent in this respect. It should not be that w (in which ‘tail’ means wing) obtains
—s horses lack tails. That is the result we get if — is a ‘would have turned out’
conditional. For it is ot the case that horses would have turned out to lack tails,
had it turned out that ‘tail’ meant wing. It is not for linguistic reasons that
horses have tails; so they are not deprived of their tails by the linguistic facts

turning out differently.

7 Chalmers employs similar wording when he introduces primary intensions: ‘there are two
quite distinct patterns of dependence of the referent of a content on the state of the world. First,
there is the dependence by which reference is fixed in the actual world, depending on how the
world turns out: if it turns out one way, a concept will pick out one thing, but if it turns out another
way, the concept will pick out something else’ (1996 57, italics added). T applaud the use of ‘turns
out’, but I think the mood should be subjunctive—if it had turned out—rather than indicative—
ifit does turn out. Ifit turns out that “tail’ means wing, then horses lack tails. But that ‘tail’ means
something different in w should be irrelevant to the question of whether s horses have tails.
Otherwise conceptual necessity is trivialized. See also Jackson (1994, 1998).
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One can come at — from the other direction. If Phosphorus-appearances
had been due to Mars, Phosphorus would still have been Hesperus. — i
supposed to be different in this respect too. We want there to be worlds 1 such
that w obtains — Hesperus # Phosphorus. That cannot happen unless the broad
content of ‘Hesperus # Phosphorus’ can be changed by cbnditioning it on
the hypothesis that w obtains. Here too, ‘would have turned out’ delivers
the goods. Had it turned out that Phosphorus-appearances were due to Mars
and Hesperus-appearances (still) to Venus, it would have turned out that
Hesperus # Phosphorus.

What these examples suggest is that ‘would have turned out’ conditionals
éxhibit Just the right combination of (i) openness to shifts in broad content (i1)
intolerance of shifts in narrow content. I therefore propose it would have tu;ne(l

out that C, had it turned out that A as the proper interpretation of A — C. And
I'make a hypothesis: .

(M) Itis metaphysically possible that S iff some world wis such that it would
have been that S, had w obtained.

(C) Itis conceptually possible that S iff some world w is such that it would
have turned out that S, had w turned out to be actual.

More simply, S is metaphysically possible iff it could have been that S, and concep-
tually possible iff it could have firned out that S.

1T Analyticity and Apriority

A priori truths are truths that can be known not on the basis of. empirical evidence
How well that accords with the Kripkean notion of apriority depends on one’;
theory of justification. There is a danger, though, ofits according very badly.

One theory says that all spontaneously arising beliefs start out justified. They
can lose that status only if evidence arises against them. Suppose that this view
1s correct, and suppose that, on pulling the curtains open, I spontaneously
come to think that the sun is shining. (I don’t infer that it is shining from prem-
ises about how things perceptually appear to me.) Then I know that the sun is
shlnnir.lg, and not on the basis of empirical evidence, And yet it certainly isn’t a
priori, as Kripke uses the term, that the sun is shining.

. Another theory has it that our most ‘basic’ beliefs lack empirical justifica-
tion, because they are epistemically prior to anything that might be said in their
support. So, the belief that nature is uniform lacks empirical backing. If we
knova that nature is uniform, and let’s assume we do, the knowledge is not
empirical. Butitisn’t a priori in Kripke’s sense that nature is uniform.

Coulda, Woulda, Shoulda 455

Apriority, then, is not any old kind of not-empirically-based knowability, as
judged by any old theory of justification. That would let far too much in.
A (very familiar) objection from the other side helps us to clarify matters. If
experience cannot be appealed to at all, then shouldn't it be enough to stop S
from being a priori if it is through experience that we understand S? The answer
to this is that our interest is in how S is justified, our understanding taken for
granted.

If that is the one and only concession made, then we wind up with a roughly
Kripkean notion of apriority. S is a priori iff it is knowable just on the basis of
one’s understanding of S. Or, better, it’s a priori for me iff I can know it just on
the basis of my understanding of S. This is why the originator of a name is apt
to know more a priori than someone picking the name up in conversation.
The mental state by which Leverrier understands ‘Neptune’ tells him that
Neptune, if there is such a thing, accounts for the perturbations in the orbit of
Uranus. The mental state by which others understand ‘Neptune’ is liable to be
much less informative about Neptune’s astronomical properties.

Apriority is knowability on the basis of understanding. Understanding is,
one assumes, knowing the meaning. But what meaning?

Perhaps understanding is knowing meaning ‘in the strict sense’: the sense
that ignores reference-fixing descriptions. But Kripke calls it a priori that
Hesperus = Hesperus, and a posteriori that Hesperus = Phosphorus, though
the strict meanings are the same. More likely, then, itis knowledge of meaning
in the loose sense that makes for understanding. The closest thing to loose
meaning in our framework is narrow content. So it does not do foo much vio-
lence to Kripke’s intentions to say that S is a priori iff one can know that it is
true just on the basis of one’s grasp of its narrow content.

Kripke calls S analytic iff ‘it’s true in virtue of meanings in the strict sense’.
This definition has to be treated with some care, since the strict meaning of
‘Hesperus = Phosphorus’ is a singular proposition of the form x = x, and
Kripke does not want ‘Hesperus = Phosphorus’ to come out analytic. (It is
nota priori,and Kripke thinks that analytic truths are a priori.) Then what is his
intent in speaking of ‘meanings in the strict sense’? He cannot have been try-
ing to include statements (‘Hesperus = Phosphorus’) that are true in virtue of
strict meaning as opposed to loose. He must have been trying to exclude state-
ments (‘Hesperus is visible at night’) that are true in virtue of loose meaning as
opposed to strict. This is, in effect, to limit analyticity to ‘Fregean’ sentences:
sentences to which the loose/strict distinction does not apply. S is analytic iff it
is true in virtue of its Fregean meaning, that being the only meaning it has.

Now, though, one wants to know: why should it stop S from being analytic
if in addition to its truth-guaranteeing Fregean meaning, it has a (possibly not

.
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truth-guaranteeing) Kripkean meanin
if' S has a truth-guaranteeing narrow content, why isn't that enough to
analytic, quite regardless of whether it has a broad content in addition?

True-blue Kripkeans will reply that narrow content is not (

when it agrees with broad) part of meaning. Narrow conte
not semantical.

g? Or, to put it in narrow/broad ¢

except per accidens,
nt is Mmetasemanticq],

But this, one may feel, is Just terminological fussiness.® Even Kripke cop.
siders it a kind of meaning—meaning in the loose sense—and he says explicitly
that some might want to define analyticity as truth in virtue of that. So,it does
not do foo much violence to Kripke’s intentions to let analyticity be truth i,
virtue of narrow content. (This fits with our account of Kripkean apriority a5
knowability in virtue of grasp of narrow content.)

Now, finally, we can ask the question that matters: Is concep
kind of apriority, or a kind of analyticity, or both?

I do not think there can be much doubt that it is a kind of analyticity,
A conceptually necessary sentence is one true in all counteractual worlds,
These worlds comprise what Chalmers calls the sentence’ primary intension,
and primary intension is his candidate for the role of narrow content. So, a

conceptually necessary sentence is one whose narrow content is such that, no
matter which world is actual, it comes out true. Truth
content is analytic truth,

tual necessity a

guaranteed by narrow

Is conceptual necessity also perhaps a kind of apriority? As just discussed, the
narrow content of a conceptually necessar
truth. Does it follow that someone
to see that S is true?

y sentence is such as to guarantee its
grasping the content is thereby in a position

That depends on what is involved in grasping a content (let ‘narrow’ be
understood). S’s content is, roughly,

would (or wouldn’t) have turned ou
Someone who grasps the content is

a bunch of conditionals of the form: it
t that S, had w turned out to be actual.
in a position to know the conditionals,
So if S is conceptually necessary, then she is in a position to see, for each w,
that had w turned out to be actual, it would have turned out that S. Doesn’t
this show that she can determine a priori that S?

No;in fact, we are still miles from that conclusion. Let it be that the speaker
knows for each w that w obtains —s S, It is wide open so far whether this know-
ledge is a priori. Someone who grasps S’s meaning is in a position to come

to know the conditionals somehow or other. A priori or a

posteriori is an open
question.

¥ Imyself feel it is more than that, but this is

the charge made by the narrow content enthusiast
whose part I am playing.

erms,
make j¢
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Yo ight think that the knowledge has to be a priori. If grasping S’s
ou m
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tet 1t g1ves it 15 th,erl I k[lOVV d:l O d ona

1 me knO Wledge Ofthe Condltlona 3’ . :
ed on my grasp Of S’S content. Knowledge based on glasp Of Content 18
baS

a priorl knowledge.

i ‘gl ’knowledge of
This is entirely unconvincing. Grasping S’s content ‘gives me’k e 151 o
i i ition to come
he conditionals only in the sense of putting me 1n.a po‘s1t;10n Ft cometo v
the is that I have ‘what 1t ta .
r non-graspers is tha
em; my advantage ove ‘ ! ‘ s o know:
thh t is rscfmghly to say that understanding S is necessary if one VIZ > o knor
a .o O _
Th ther S if w, or the most important necessary condition, or the ° yt e
, ’ jori ! ndersta
o ondition one has to worry about. Apriority requlre; that u anding
"y ding suffices for being in a pos
' ted that understanding s
e sufficient. T have gran ! . ing n 4 POSHOR 10
; kjfut whether S if w. If the working out involves experience, gh,
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the knowledge will not be a priori.

12 Peeking

IE: our ur C tanc lg: S 2 glt O t eno lgl: g: on, } en 1t comes
g - I y a ut evalu'—'
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of sneaking in uninvited. Here is Chalmers:

being?)

i i to see that someone (a super

in-principle point, there are various ways ‘ pened)

- a(ril o lpr WitlI')l t}fe microphysical facts and the concepts involved colx(,li ! ;ﬂd '
n - : .

alimli' }(1) leZ/el facts. The simplest way is to note that in principle one cou -
; ' it 1 s mind $0 .

;'e nlintal simulation of the world and watch it in one’s mind’s eye,

13

(1996:76)

i and judge
Say that this is right; I am able to build a mental moc’lel of rbruil ui Stifn
a . . . e
hezxer S is true in w by viewing the model with my mmd_s elye o %V estion
s i ‘ oks’ S-
is whether viewing a model of w and asking myself how it lo
way of coming to know S’ truth-value in w a priori. i stikes you
I}il is a reason to think not. Asking yourself how somet ;ni you
ing i rmati 3 use O
is using yourself as a measuring device. Information acquire ny c of an
oxt i0t1 ’ t. Infor
ternal measuring device is a posteriorl on anybody’s a;coun - Ioformation
equ different. What matters
i internal one seems no dr .
acquired by use of an in : - e
qu eriment is done, the outcome of which dec1d§s YOI.H rfaﬁ? © Coledge
e mi d that mental experimentation is different.
A i i f one’s own mind. You deter-
ained from it is acquired within the privacy of o I,
" e that S without appealing at any point to information a : ou.?
. riorie
world. Shouldn’t that be enough to make the knowledge a p
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No, for you determine that you have a headache the same way. Knowled
of headaches is certainly not a priori. The modal rationalist in particular she %‘3
agree, for my headache, if a priori, would be a counter-example to the o
posed equation between apriority and truth in all counteractual worlds 1 iro‘
a headache’ fails in some counteractual worlds, A priori truths are su osed
hold everywhere. pposedto

Some internally acquired knowledge presumably is a priori. If you think u
a counFer—example to argument form F in your head, then you know a pri P
thzftt F is invalid. What distinguishes this sort of case, where you do krlj i,
priori, from the case of looking at a mental model with the mind’s eye? e

’.I‘VYO things. First, when you conjure up an image of w, you are Simula.tin th
activity of really looking at it. Simulated looking is not a distinct processg b i
th-e uéual process run ‘off-line’. Knowledge gained by internal looking is rlotu
priori because it is acquired through the exercise of a perceptual faculty r %
than a cognitive one. ! e

Second, some imagined reactions are a better guide to real reactions th
others.” Imagined shape reactions are a good guide, you say, and you are ;n

ably right. But it is hard to see how the knowledge that the’y are a good pro'd—
could be a priori. If the mind’s eye sees one sort of property roughlygas rejzl s
do, while its take on another sort of property tends to be off the mark, that isites
emp'irica} fact known on the basis of empirical evidence. I know nc’)t to trusrz
my imagined reactions to arrangements of furniture, because they have often
be'en wrong; now that [ see the wardrobe in the room, I realize it is far too bi
‘It is only because they have generally been right that I am entitled to trust n;g .
imagined judgments of shape. ’
The temptation to think of simulation as a source of a priori knowledge is
due in part to there not being much that we are able to simulate. There micht
be beings who, given only the microphysical blueprint of, say, an exotic ﬁ'l%it
are able to imagine its color in much the way that we are abfe to imagine it,
shape. They come to know that rambutans are red, without ever lavin § es 01l1S
one. I take it that no one would consider the knowledge to be a pZiorgi z;hese
beings did not deduce the color from microphysics. Information vx.fas also
needed about how that microphysics appears to human eyes. They obtained

J Steppn.lg into the lake, you say, ‘It’s colder than I thought” The earlier thought might h
!aeex'l areal judgment based on partial information (it's August, lots of people are s%vi . t ljve
it nnght' also have been a simulated judgment based on full information about the Wftl: '1’1115), tu :
properties. You imagine yourself stepping into water with those properties, and it ;eerlljs t n; lcl
Warmer. than water like that really does feel. (Most of us do something like tl,n'(s with ¢ ‘O e'e
properties; 80 degree water is surprisingly cold.) l Fpere
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this information experimentally, by simulating an encounter with a rambutan,
and using it to predict the outcome of a real encounter.

Suppose that we had been able to simulate reactions in other modalities.
Suppose we could determine the taste and smell of a microphysically given
item with the mind’s tongue and nose. Would that make it an a priori matter
how rambutans [insert chemical description here] tasted? No. How a thing
tastes is an empirical question. One does not feel that it escapes being a priori
only because of a contingent incompleteness in our nature. It would still have
been an empirical matter how rambutans tasted, even if God had been more
generous in the mind’s sense-organ department.

These claims might be accepted but shrugged off as irrelevant. It doesn’t
matter if self-experimental knowledge is a posteriori, for any suggestion of
self-experimentation was inadvertent. ‘I looked at w and saw it to contain
so-and-so’s’ is only a colorful description of something far more innocent:
intellectually contemplating a world description and thinking my way to a con-
clusion about whether there are so-and-so’s in w.

That is fair enough, on one condition. Self-experimentation had better not
be needed to work out whether S holds in w. It had better be that one can rea-
son from a microphysical description of w to a conclusion about whether or
not S. No pecking. T assume that Chalmers would agree; for, if peeking is
allowed, the inference from ‘S holds in all candidates for actuality” to ‘itisa pri-
ori that §’ clearly does not go through. This inference is crucial to the view that
Chalmers calls ‘modal rationalism’.

Given how much hangs on our ability to evaluate S without peeking, one
might have expected a show of vigilance on this score. If we are playing
‘pin the tail on the donkey’, you watch me like a hawk. You know how hard
I find it to ignore information right in front of my nose. The same should apply
when the game is ‘decide the truth value of §’. If it is difficalt to infer S (7S)
from microphysics, I will be tempted to switch to sensory imagining. Knowing

this, you will take pains that my mind’s eye is completely shut, or completely
covered by my mind’s blindfold.

The need for vigilance is never mentioned, as far as I know, in the modal
rationalist literature. Here is how the passage quoted above continues:

Say that a man is carrying an umbrella. From the associated microphysical facts, one
could straightforwardly infer facts about the distribution and chemical composition
of mass in the man’s vicinity, giving a high-level structural description of the
area. One could determine the existence of a male fleshy biped straightforwardly
enough. . . . It would be clear that he was carrying some device that was preventing
drops of water, otherwise prevalent in the neighborhood, from hitting him. Doubts
that this device is really an umbrella could be assuaged by noting from its physical
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s}tlructure tbat it can fold and unfold; from its history that it was h
that morning, and was originally made in a factor ers of
(Chalmers 1996: 76)

: ging on a st
y with others of a similar kijqndd

When I try to ‘determine’ these higher-level facts

. ) =4 I find :
visual imagining at every turn. ‘Keep your mind’s eye Slcr;ur:flizif;el}?mg o
1g t:’ I am

told. I can try, but then i
, the higher-level facts '
intens; ‘ go all mysterious. :
arsls lzlsﬁ;?s I:}vhen I read how ‘doubts that the device is an urrxsbr1<;1}1le fecling
ed’. - mi
o g ever mind how they are assuaged; I do not see how th  can be
idea came up in the first place. Ow the umbrella
I reali it

o :;alilow flt S su.PPOsed to go. I'start with objective, geometrical info

. n of a priori inferences leads to “it’s sh ,‘ Tmas
conclusion combines with s shaped like an umbrella’, Th

a host of other ish i A

b > witha ho s to establish its umb -
lOegflc()nd ]:;ny doubt. Vlsuahzatlon is barred, so I have no idea of hrgwr:la h(.)Od

s. (Eventually it may strike me that since the obiect i € object
probably looks like one.) ject 1s an umbrella, it

Is this possible? It helps t .
! o look .
(it’s in fact round) P ok ata simpler case. I am to infer a

plate’s shape

R — szlm }irfrlr(nses a.bout the arrangement of its microphysical
e e s g p a e Varlous.forms, but assume for definiteness that
e rment specified in analyt%c geometry terms. I am told that the
e two_dime}; Spi;a)rtsloccupy t}‘le points (x, y) such that x* + y? < 63. (The
et na , 0 pur¥ 1.ntended.) If T am to reason from this to th
pe, I must know, implicitly at least, conditionals like the follovving'e

lj I{ 1S C1rcumsct lbed l)y t}le polIItS (x, Y) SllCh that X y - 63, tllerl R 15

if R is circumscribed b ;
v the point i
not round. points (x, y) such that x* + y* = 63, then R is
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- ! of this nature, one per lower-
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ss 111 2 geometry class.) h
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now is that ‘one can find the umbrellas in w without peeking, just by virtue
of one’s competence with the word’is a substantive and surprising thesis. Theses
Jike this need to be argued for, and no argument has been given. A priori
entailment has been presented as what you would expect, unless a skeptical

philosopher had got to you first.

13 Recognitional Predicates

Now let me move on to urging in a positive way that there is only so much we
mind’s eye averted. [ think that one can’t always tell, just by
ption, whether the world is one where
he method that Chalmers didn’t really
dvertently in his narrative, is

can judge with the
drawing inferences from a world descri
it turns out that S. If that is right, then t
mean to be advocating, and that figures only ina
in some cases the only possible method. This will be argued for observational
predicates (starting with the subtype recognitional), then evaluative predicates,
then, finally, theoretical predicates.

What marks a predicate P as observational? The usual answer is that under-
standing P involves an ability to work out its extension in perceptually (as
opposed to intellectually) presented scenarios. To determine P’s extension in a
world, T have to cast my gaze over that world—at candidate Ps in particular—
and see how it strikes me.

Nothing has been said about the kind of appearance that marks a thing as P.
Sometimes x is judged P because our experience of x has a quality Q notion~
ally independent of P. So, x is tantalizing if, roughly, the experience of it
makes one want to get closer and know more. Other times the experience that
marks x as P is the experience of it as being precisely P. One judges x to be
P because P is how it looks or feels or sounds . . . . This is what I am calling a

recognitional predicate.
controversial, so let me just follow Kripke. Kripke

Examples are bound to be
says that ‘the reference of “yellowness” is fixed by the description “that (man-
ifest) property of objects which causes them, under normal circumstances, to

’ (1980: 140 n. 71). We understand by yellowness whatever
objects look yellow, or gives rise to the sensation of
since the yellow

be seen as yellow”
property it is that makes
yellow. The predicate ‘yellow’ is recognitional on this view,
objects are picked out by their property of looking yellow.
Suppose Kripke is right about our understanding of ‘yellow’. What are
the implications for the way yellow things are identified in a candidate w
for actuality? It’s clear that x has to look yellow to be counted into the predi-

cate’s extension. But to whom? Perhaps it needs to look yellow to the w-folks,
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including one’ counteractual self. If it i countera
matter, then I don’t need to experience x myself
yellow. I can infer xs color a priori from what the
says about the experiences Steve has when experie

But what does the world description say about ¢
ences? Suppose, first, that it describes them in i
ter@s; banana-caused visual experiences are said t
logical property K. This doesn’t vet tell me wh
I don’t know that K is the phenomenology a
yellow. 1 can’t determine that without giving

checking its content: do I feel myself to be h
of green?

ctual Steve’s reactions thyg
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ntrinsic phenomenological
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yellow-experiences in order to learn by their exercise, any more than I have to
identify my eyes in order to learn by use of them."

There is a second reason why Kripke would (should) not take ‘yellow’ to
have its reference fixed by an experience-implicating description. What will
the description say about proper viewing conditions?

This is a problem that he himself raises for a related view: the view that
‘yellow’ is defined as ‘tends to produce such and such visual impressions’. Tends
to produce them under what circumstances, Kripke asks? Any answer will be
unsatisfactory: ‘the specification of the circumstances C either circularly
involves yellowness or . . . makes the alleged definition into a scientific discov-
ery rather than a synonymy’ (1980: 140 n. 71). If C-type circumstances are
circumstances where we are not deceived as to yellowness, then (while it may
be analytic that x is yellow iff it looks yellow in C-type circumstances) the
definition uses ‘yellow’, so cannot explain its meaning. If C-type circum-
stances are ones where (say) the light is of such-and-such a composition,no one
is suffering from jaundice, the object is not a Benham’s disk rotating at such-
and-such a rate, etc., then, while it may be true that x is yellow iff it looks
yellow in C-type circumstances, it is not definitionally true, but empirically so.

If this is a good objection to the idea that ‘tends to . . . in circumstances C’
defines ‘yellow’, it would seem to be equally hard on Kripke’s own claim that
‘vellow’ has its reference fixed by that description. Either C-type circumstances
are ones where we are not deceived as to yellowness, or they are ones where the
light has such-and-such a composition, etc. If the first, then, while it may be a
priori that x is yellow iff it looks yellow in C-type circumstances, the reference-
fixer presupposes yellowness,and so cannot be used to identify it. If the second,
then, while it may be true that x is yellow iff it looks yellow in C-type circum-
stances, it is not a priori true, as it would be if the description fixed ‘yellow’s

reference.

condition. One finds the referent by looking for whatever stands in the right causal relation to
speech. This makes for circularity problems, since one needs to know which relation causation is
to work out what ‘causation’ denotes. From here it is a short step to radical indeterminacy of
reference. The almost universal response was that reference is fixed causally, not descriptively by
a condition alluding infer alia to causal relations. Kripke as I am reading him says something
similar: reference is fixed experientally, not descriptively by a condition alluding inter alia to a
certain sort of experience.

1 like what Colin McGinn says about perceptual concepts. Some think that “When a con-
cept is applied to a presented object that is always a further operation of the mind, superadded to
the mere appearanice of the object in perceptual consciousness. On my way of looking at it, con-
cepts figure as substitutes for perceptual appearance—. . . they are needed for intentionality only

when the object is not being perceived’ (1999: 324).
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have turned out yellow-looking, as already discussed. To have turned out yellow,
however, it would have needed different (non-F-ish) intrinsic properties. So
although it is a posteriori what color Fs in fact are, their color is conceptually
necessary in the sense that it could not have turned out any different.

14 Observational Predicates

Everyone knows what it is for a figure to be oval. It is not hard to distinguish
ovals from polygons, figure-eights, and so on. It is not even all that hard to
distinguish ovals from otherwise ovular figures that are too skinny or too fat to
count. To a first approximation, a figure is oval if it has the proportions of an
egg, or a two-dimensional projection of an egg. I take it that few of us know in
an intellectual way what those proportions are. What marks a figure as oval is
not its satisfaction of some objective geometric condition, but the fact that
when you look at it, it looks egg-shaped.™
Because our grasp of oval is constituted in part by how its instances look, one
might be tempted to group it with ‘response-dependent’ concepts like ficklish
or tantalizing. That would be a mistake. There are several respects in which
oval is quite unlike ticklish, which, once pointed out, make the label ‘response-
enabled” seem much more appropriate. Another term I shall use is ‘grokking
concept’. (I apply these labels to concepts, but, depending on one’s other com-
mitments, they could speak more to how the concept is grasped.)
Constitution: Why are ticklish things ticklish? That might mean ‘what is the
evidence that they are ticklish?’ If so, the answer is that we respond to them in a
certain way; they tickle us. If it means ‘what qualifies them to be so regarded?’,
the answer has again to do with our responses. So far there is no contrast with
oval. But suppose we now ask, ‘in what does their ticklishness consist?” Eliciting
or tending to elicit a certain reaction in us is ‘what it is’ to be ticklish. To be

oval, though, is simply to have a certain shape.

13 More may have to be packed into F, such as prevailing natural laws.
4 [ say looks egg-shaped and not looks oval because T want ‘oval’ to be an example of an observa-

tional predicate that is not recognitional.
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familiar’—or the one expressed by ‘this big’ in ‘a room has to be at least this
 big [gesturing at the surrounding walls] to hold all my furniture’.® The role

of ‘this big’ is not to pick out whatever old size one might turn out to be
perceiving: tiny if one turned out to have been in a tiny room suffering an opti-
cal illusion. Ttis, rather, that one takes oneself to be perceiving a room ofacer-
tain size, and one has no way of knowing the size other than via its perceptual

appearance.

15 Analyticity without Apriority

First there are the response-dependent concepts: ticklish, aggravating, tantaliz-
ing, painful-to-behold. Then there are the response-enabled concepts: oval,
aquiline, jagged, crunchy, smiley-faced. R esponse-enabled concepts have their
own distinctive pattern of evaluation at counteractual worlds. If oval were
response-dependent, then one could determine its extension in w by asking
what the people there saw as egg-shaped.’ If it is response-enabled, then those
counteractual responses are irrelevant. Ovality is to be judged not by as-ifactual
observers, but by actual actual observers. A thing in w is oval if it is of a shape
that would strike me as egg-shaped were I (with my sensibilities undisturbed)
given a chance to look at it.

This has consequences for what comes out analytic, or conceptually neces-
sary. Consider a world wabout which all 'm going to tell you is that it contains
Figure 1. Is ‘oval’ true of this figure in w considered as actual? The answer is
clear. All we need do to determine that it is oval is Jook at the figure, and note
that it looks like that—the way that ovals are supposed to look.

Once again, I have not said anything about how observers in wsee Figure 1.
Maybe there are no observers in w, or maybe there are, but they do not think
Figure 1 has the right sort of look. It doesn’t matter, for we evaluate the figure
with respect to our word ‘oval’, understood as we understand it. OQur disposi-
tions figure crucially in that understanding, so they are part of what we (imag-
inatively) bring to bear on the figure in w.

Now let’s bring in our conditional =, the conditional used to define
conceptual necessity. Is it or is it not the case that w obtains — Figure 1 is oval?
Would Figure 1 have turned outstill to be oval, had it turned out to be shaped
as shown? You bet it would. Whether an as-if actual figure is oval is completely

5 Peacocke (1989).
16 So-called rigidified response dependency is for our purposes a minor variant of the

unrigidified kind.
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the geometrical properties (that we all correctly take to be) exemplified by
Figure 1.

Could things have turned out so that cassinis were not oval? If ovality in a
world is purely a function of shape, then the answer is no. ‘Cassinis are oval’is
true in all worlds-taken-as-actual, which makes it (given our definition above)
conceptually necessary.

But, of course, it is very far from a priori that cassinis are oval. To determine
whether they are oval, you have to cast your eyes over (some of) them, and
see how they look to you. There is no other way to do it. ‘Cassinis are oval’is
an analytic (conceptually necessary) truth that we are in no position to know

a priori.

—

—b

Fig. 1. Could this shape have turned out not to be oval?
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16 Other Intensions

If every world wis such that its cassinis are (to us) eggish-looking, then ‘cassinis
are oval’is analytic. Its meaning as encoded in our reactive dispositions guaran-
tees its truth. But this is a kind of analyticity that we would not expect to make
for apriority, because the route from understanding to extension and hence
truth-value is inescapably observational.

To put it the other way around, one can’t conclude from the fact that ‘cassi-
nis are oval’ fails to be a priori that there isa counteractual world some of whose
cassinis aren’t oval. The premise you need for thatis that ‘cassinis are oval’is not
analytic. But it is analytic. Given what the sentence means, it has got to be true.

Once again, the inference from (i) failure of apriority to (i) a world
that ‘witnesses’ the failure is crucial to modal rationalism. One might almost

be forgiven for thinking that the main thing people value in the doctrine is its
ability to deliver a counter-world. I assume, then, that modal rationalists would
like, if possible, to plug the gap that seems to have opened up between analyt-
icity (conceptual necessity) and apriority.

One approach harks back to the indicative account of truth in a counterac-
tual world. For S to hold in counteractual w is, on that account, for it to be the
case that if w obtains, then S. We rejected this account on the ground that it
makes every sentence conceptually contingent. (If sibling’ means parent, then
sisters are nof always siblings.) But, you may say, there is an obvious fix. It should
be not merely true but a priori thatif w obtains, then S. It is not a priori that if
‘sibling’ means parent, then sisters aren’t always siblings. So a world where ‘sib-
ling’ means parent is not on the new definition a world where the problematic

sentence (some sisters are not siblings) holds.
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Where does this leave us? If my beliefin the conditional is a priori, then there
is a world that is not in the epistemic intension of ‘sisters have siblings” The
same argument shows that no statement S, however a priori in appearance,
has a necessary epistemic intension. I conclude that the a priori indicative strat-
egy is no great advance over the plain indicative strategy. Both have the same
basic problem: they make all intensions contingent, and so drain the class of
conceptual necessities of all its members.

It might be held that the problem 1s not with the aprioritizing as such, but
with the type of conditional aprioritized. A second option is to call S true in
w—considered-as-actual iff it holds a priori that (w obtains — S)—it holds
a priori that it would have turned out that S, had w turned out to be actual. The
intensions that result can be called priory intensions. If conceptual necessity is
necessity of the priory intension, maybe the inference to a counter-world can
be saved. Certainly it isn’t refuted by the cassini example; for although ‘cassinis
are oval’ has a necessary primary intension, its priory intension is 1ot necessary.
(You need experience to establish that, had it turned out that w, it would have
turned out that cassinis are oval.)

The priory intension is more than unnecessary, however. One can never tell
a priori whether cassinis would have turned out to be oval, had it turned out
that w. (I ignore the case where there are no cassinis.) ‘Cassinis are oval’ has,
therefore, nothing in its priory intension. The same goes for ‘cassinis are not
oval’. It goes in fact for most sentences whose predicates express response-
enabled concepts. If one can’t determine a priori whether a counteractual
objectis P, then that object can’t be putinto P’s priory intension, or 7P’ either.

If the priory intensions of P and its negation are empty, then so in all likelihood
are the priory intensions of sentences built on P.

Concepts like oval are not well-represented by their priory intensions. Still,
you might say, why should that matter? The point of priory intensions is to pre-
dict epistemic status: if S fails to be a priori, there should be a world that is not
in its priory intension. Why should the modal rationalist want any more?

One can see why more is wanted by considering the modal rationalist’s refuta-
tion of physicalism. How does that argument go, with intensions understood as
priory? First premise: it is not a priori that if PHYSICS, then PAIN. Second
premise: if it is not a priori that if PHYSICS, then PAIN, then there are worlds
that are not in that conditional’s priory intension. Third premise: wortlds not in

based on the premise that 7A. Since I do know that if sibling’ means number, then sisters are not sib-
lings, my beliefis not based on the premise that ‘sibling’ does not mean number. But thatis just to
say that my beliefis not based on the actual-meaning fact. Ifit is not based on that, then it is not

based on any empirical evidence.
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that priory intension are zombie worlds—worlds physically like ours i
no one feels pain. Conclusion: there are zombie worlds. hich
T}}e argument needs priory intensions to be like primary intensions j
certain respect. If Pls are primary intensions, then worlds that are n ; ?n :
'sentence’s PT are worlds in which § is false. Does the same hold fo > o
?ntensions? It doesn’t. If PIs are priory intensions, all we can say is thr Pr}llOrY
is a w such that it fails to be a priori that it would have turned out that ;t}: i
turned out that w. It might still be true that it would have turned out ,thad lf
There might be no way for it to turn out that PHYSICS without its als .
ing out that PAIN, o

I preéent this as a problem for priory intensions, but epistemic intension:
every bit as vulnerable to it. That there are worlds lying outside S’ epist S al'ﬂe
intension does not show that there are worlds in which S is false. but c?ni erlrluc
you can’t always get to S a priori. (The response will come that tilat is enZ t lit
since any S which cannot be verified by a priori means can be falsiﬁeng ’
a pmc‘)m means. But we have examples to the contrary, such as ‘this e uatioy
descrlk?es an oval’.) I don’t think that anything is gained, then by Switc(%lin tn
an aprioritized notion of truth at a world. The balloon just b;ﬂges ina diﬁg" ;
er{t place. Yes, there is a world outside the intension, but there is no reasonetr ,
think that it falsifies S, as opposed to just failing to a priori verify it. Better t(c))

§t1ck with primary intensions as defined above. S is conceptually necessary iff
it holds however things turn out. ’

17 Grasping Meaning

Wh?f e'xpect an analytic (conceptually necessary) sentence to be knowable
a priori? Why expect a sentence whose meaning guarantees that it is true t
have the_further property that we can see that the sentence is true just from ou?t
grasp o‘f its meaning? There might be ways of grasping meaning that do not tell
us outright whether S is true if w, but only how to work out whether S is true if
w. If s meaning is grasped like that, then its not being a priori that S doe 1
estabh:sh the existence of a falsifying world. The sentence might be (likes‘tr;zz
:Sq;lcattlllzf describes an oval’) a posteriori but true in every world considered
Tbe only way out is to maintain that the indicated kind of grasp is not
possible. One will have to maintain that grasp of meaning always takes a certain
form, a form that discloses to the grasper whether the meaning is truth-

guaranteeing. Ifall I can do is work out whether w — S, then I don’t understand
S. To understand, I have to know that w — S,
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Say that my understanding of S is rationalistic if it consists in whole or part of
my knowing the conditionals. The road from analyticity to apriority would be
a lot smoother if all understanding was rationalistic.

On what basis, though, can other forms of understanding be ruled
out? Whatis the problem with grasping a word’s meaning other than rational-
istically? The closest thing I've found to an explicit discussion is Chalmers’s
reply to Loar in The Conscious Mind (1996).

Summarizing greatly, Loar (1990) thinks that pain is a recognitional concept™*
and that C-fiber firings is a theoretical concept,and that that is enough to make
them cognitively distinct. Their distinctness notwithstanding, ‘it is reasonable
to expect a recognitional concept R to “introduce” the same property as a
theoretical [concept] P! So we cannot conclude from the non-apriority of ‘C-
fiber firings are pains’ that C-fiber firings aren’t pains. The failure of apriority
might be because pain is recognitional and C-fiber firings isn’t. If their a
priori inequivalence is explained thus, then there is nothing to stop them from

co-referring. These are fine things to claim, Chalmers says, but it is not clear

that they can all be reconciled.

[Loar] gives the example of someone who is able to recognize certain cacti in the
California desert without having theoretical knowledge about them. But this seems
wrong; if the subject cannot know that R is P a priori, then reference to R and P is
fixed in different ways and the reference-fixing intensions can come apart in certain

conceivable situations. (Chalmers 1996: 373)

This might seem to be based on a misunderstanding. Observational con-
cepts (of which recognitional concepts are a subtype) do not have their refer-
ence fixed in any epistemically available way; hence they do not have it fixed
in a different way than holds for theoretical concepts.

What can Chalmers be thinking, then? He knows that Loar says that
‘recognitional concepts refer “directly”. . . without the aid of reference-fixing
properties’ (1996: 373). He just thinks Loar is wrong about this. ‘The very fact
that a concept could refer to something else (a different set of cacti, say) shows
that a substantial primary intension is involved’ (1996: 373).

But, Loar can concede a substantial primary intension. The directness he is
talking about is epistemic; one doesn’t (and couldn’) infer that the cactus is R
from its lower-level properties. A substantial primary intension is at odds only
with semantic directness, as I now explain.

Fact: R applies to these things and not those. Why? What explains the dif-
ferential treatment? If the question has an answer, as let’s assume it does, it will

21 This section is sloppy about recognitional versus observational, and also about Loar-

recognitional versus recognitional in our sense.
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be a truth of the form: R applies to x if and only if x is so-and-
property of being so-and-so. It might be considered a reference
like a reference-fixer, it tells you how a thing has to be for R to re
too has a reference-fixer in this sense. Whethera figure is oval is n
about it, but depends on its shape.

-fixer for R;

otabrute fact

A reference-fixer in the theoretical sense is a statement of the qualificationg fo
being referred to by R, as these might be judged by a (smart enough) sernamir
theorist. A reference-fixer in the ordinary sense, though, is a statement of thc
qualifications for being referred to by R, as these might be explained by Z

(smart enough) user of the concept, trying to enumerate the fac

tors sh
to make R applicable. ors she takes

The claim about recognitional concepts is that they lack ordinary reference-
fixers. Speakers do not apply oval on the basis of a condition that they know
(even implicitly) that sums up the requisite features, Speakers do not know an
c.onditions like that. They do not know any conditions that get the extensior}i
right no matter what. The condition that comes closest is looks egg-shaped. But
as we have seen, things could have turned out so that some bona fide oval had the’
wrong looks, and/or a non-oval had the right looks. I know an oval when I see
one, and that seems to be enough.

Chalmers is right about one thing: it would be a mistake to deny recogni-
tional concepts reference-fixers in the theoretical sensc. That would be to deny
that a thing’s status as oval was a function ofits lower-level properties. But if the
claim is that recognitional concepts lack reference-fixers in the ordinary sense
then it would seem to be true. Speakers don’t (and often can’t) determine,
extensions a priori by asking what has the R-making properties.

' How does all this bear on the issue that Loar and Chalmers are primarily
interested in: the issue of physicalism? Chalmers, you will recall, argues as
follows. It is not a priori that if PHYSICS, then PAIN; so the primary inten-
sior.l canngt contain every world;so there are worlds physically like this one in
which pain is lacking; so physicalism is false.
The problem is (once again) with the inference from not a priori to less than
Jull primary intension. With certain concepts the link between apriority and pri-
mary necessity breaks down. And the way it breaks down gives the physicalist
an opening. She can say this: Pain (like oval) is a grokking, or observational, con-
cept. That being so, whether an objectively described state is a case of pain can-
not be determined just by rational reflection. One has to ‘sample’ the state by
experiencing it from the right sort of first-personal perspective.
Two consequences should be noted. First, suppose there were a world w
physically like ours but without pain. That world would do nothing to explain
the non-apriority of “if PHYSICS, then PAIN '; or rather, it would do nothing

so. Consider this

fer to it. Opgy
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that couldn’t be done just as well by a world with pain. For w to help, our
intuition of non-apriority would have to be owing to our awareness of w. But
the relevant fact about w (that it lacks pain) is not available to us as students of
its microphysical description. Just as you can'’t tell whether w has ovals except
by sampling its shapes, so you can’t tell whether it has pain except by sampling
its brain states.

Second, not only is a world like w of no particular help in explaining the
failure of apriority,itisn’t needed. Suppose that vis a world just like ours in every
physical respect. The question of whether there is (say) pain in v is the question
of whether there is anything there that hurts if sampled in the right sort of first-
personal way. Whether a state hurts when sampled by someone in the state is
not the kind of thing that can be decided from the armchair. If we are trying to
explain why PHYSICS doesn'’t a priori entail PAIN, a world whose zombie-
ness can’t be a priori ruled out works just as well as a true zombie world would.

18 Evaluative Predicates

Our grasp of a concept is rationalistic if it consists in whole or in part of a
certain kind of knowledge: knowledge of conditionals of the form w obtains —
X, ¥ 2, .. . are the Cs. Suppose that your conditionals put x, y, z, . . . into a
concept’s extension in w, while mine count x, y, z,. . . out. Then, by Leibniz’s
Law, your concept and mine are not the same. A single concept cannot have
conflicting extensions in the same world.

Now, in some cases, it seems quite right that disagreements about what goes
into the extension should make for differences in the identity of the concept.
If you and I can’t agree about whether to call a certain almost-round figure
oval, and this is not because of misinformation, error, or oversight on either
side, then probably we have different concepts; probably we mean slightly dif-
ferent things by the word. There is no question of trying to work out who is
really correct, because our beliefs are not really in conflict.

Similarly, if we can’t agree about whether recently widowed 98-year-old
males are bachelors, and not because either of us is misinformed or confused,
then probably we mean slightly different things by ‘bachelor’. There is no
question of trying to work out who is really right, because we aren’t really
disagreeing.

A phrase sometimes used for concepts of this kind is intolerant of brute
disagreement; if we have the same concept, we should not ‘brutely disagree’
about what falls under it. Are all concepts like that? Imagine that we disagree
about whether it was wrong of Smith to tell a lie in hopes of saving his child
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f:mbarrassment. The disagreement can’t be traced back to differences in fact
information, or miscalculation or oversight on either side. Does this show t;llal
we mean different things by ‘wrong’? *

The usual view is that it doesn’t. People who disagree about the extensi
of ‘wrong’ (and where the disagreement does not trace back to . . ) do ;On
necessarily mean different things by the word. Likewise for disputes aboot
what s beautiful or fitting or reasonable. You will get people angryifyou bra u;
these disputes ‘merely verbal’, just because you can’t see any good way to bril:l
the two parties into line. Some concepts, then, are tolerant of brute disagreementg

A lot of philosophers would claim something even stronger. So far is th'e
meaning of ‘right’ from dictating a particular view of its extension that it
positively rejects the notion that such dictation is possible. If T try to represent
your side of a moral controversy as based in a misunderstanding of ‘right’, then
I'am the one who misunderstands. Questions of rightness are supposed ’to be
contestable in the (rather minimal) sense that someone who brutely disagrees
with you can’t be charged on that basis alone with meaning something differ-
ent by ‘right’. Some concepts, then, seem to be intolerant of intolerance of brute
disagreement.

HOVY do we grasp the meaning of ‘right’? If our grasp is rationalistic, then
(assuming we mean the same by ‘right’) all of us know the same conditionals
ol‘)tains ™ X, % 2, . .. are right and other things aren’t. Someone operating with
different conditionals attaches a different meaning to the word. In that case
though, the concept is intolerant of brute disagreement. And our concept o,f
rightness is, on the contrary, intolerant of such intolerance.

That is_ one argument for the conclusion that we do not grasp evaluative
concepts in a purely rationalistic way. Here is another. Recall a well-known
puzzle about right and wrong. On the one hand, you can’t derive an ought
froman is. ‘If N then M’, where N is descriptive and M is evaluative, cannot be
known a priori. On the other hand, it does seem to be a priori that the evalu-
ative facts are fixed by the descriptive ones. There is a tension here: we have
trouble seeing how the two claims are supposed to hang together. But \zve donot
get an outright contradiction unless it is supposed that our grasp of evaluative
concepts is rationalistic.

Assume with the rationalist that if it is not a priori that S, then there’s a
counteractual w such that =S. Then, from the fact that N does not a priori
‘entaﬂ M, we can infer the existence ofa u such that u obtains — (N & —M). Since
it’s also not a priori that if N, then =M, there should be a world v such that v —>
(N & M). But if N is descriptively complete (as we are free to suppose), then
these two worlds taken together constitute a counter-example to the thesis that
there can be no moral differences without underlying descriptive differences.
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Tt could be objected that all u and v directly show is that things could have
turned out so that N & M, and they could have turned out so that N & 7M.
To get to O (N & M) and ¢ (N & ~M), one needs to assume that M does not
change in broad content between 1 and v. But that is a fair assumption, for
the facts relevant to reference determination are descriptive facts, and these
are the same in both worlds. Hence we can argue as follows:

(1) Itisnota priori that if N, then M, or that if N, then 7M.

(2) Ifitis not a priori that S, then there’s a w such that w — 7.
(3) There are u and v such that u — (N & “M)andv = (N & M).
(4) M does not change in broad content between u and v.

(s) O (N & M) and ¢ (N & =M).

But (s) is an a priori falsehood. Somewhere or other a big meta-ethical mis-
take has been made.

I claim that the puzzle has nothing essentially to do with ethics. Consider
the conditionals, “if x is cassini-shaped, then it is oval’,and ‘if x is cassini-shaped,
then it is not oval’. Neither is knowable a priori. Shouldn’t there then be a
pair of worlds u, v, exactly the same in geometrical respects but such that u —
cassinis are oval, while v — cassinis are not oval? These worlds threaten to show
that there can be differences in respect of ovality without underlying geomet-
rical differences.

Where the ovality argument goes wrong is easy to see. The problem is (2)-
You can’t get a world where cassinis are not oval out of the fact that its not a
priori that they are oval. If our grasp of ovality were purely rationalistic, then
the failure of apriority would call for a counter-world. But it isnt, so it doesn’t.

The morality puzzle can be pinned on the same mistake. You can’t get a
world where N and =M out of the fact that it’s not a priori that if N, then M.
It would be different if our grasp of rightness were rationalistic; then we would
have a genuine paradox on our hands. I conclude that it isn’t rationalistic. A

similar argument can be given for other evaluative concepts. None, I claim, are
grasped rationalistically. None are grasped in what modal rationalists consider

to be the one way in which a concept can be grasped.

19 Theoretical Predicates

Consider, finally, theoretical predicates: acid, energy, force, mass, species, cause,
mereological sum, essential nature. What can be said about our understanding
of these? Do we understand ‘energy’ by knowing a lot of conditionals of the
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form ‘had it turned out that w, such-and-such would have turned out ¢
the energy’? °be
Here are two arguments to the contrary, both harking back to the discussio

of evaluative predicates. Suppose that we do (qua understanders of ‘ener ’n
etc.) know all these conditionals—that our concept of energy not onl ﬁ;g(y ’
for each possible scenario, but discloses to us, for each of these scenauriosywheerS ’
the energy is to be found. How is it, then, that you and I continue to d’isa ree
about where the energy is to be found? (You say there is energy stored up irig thz
curvature of space, while I deny it.) After all, there is a conditional known to
both of us (as understanders of ‘energy’) that decides the matter. The explana-
tion must lie in one of two places. It must be that

() someone is misconstruing the lower-level facts,and so picking the wron
conditional, ¢

or:

(i) someone is misconstruing their own mental states, specifically, the belief
with that conditional as its content.

Whichever of these applies, our disagreement has the character of a misun.
derstanding. One or the other of us is laboring under a misimpression, and will
(or should) change his or her tune when the mistake is pointed out. Of course
there is always the possibility that we associate different conditionals Wit};
‘energy’. In that case, though, we are not disagreeing at all; we mean different
things by the word, so are talking past each other. None of the three scenarios
allows for substantive disputes. Someone has made a mistake of type (i) or (ii)
or else we are arguing over words. ’

. This is almost as hard to accept here as it was in the evaluative case. Some
@sagreements aremerely verbal,and some are based in correctable false impres-
sions. The usual view, though, is that there’s a third category: honest-to-God
conflicts about what it is reasonable to believe, between people in command of
the same lower-level facts. The effect of the rationalistic theory of grasp is to
eliminate this third category.

AThe extension of ‘energy’ in a world is a function of what the correct
scientific theory is. To find that theory, one must appeal at some point to
considerations of naturalness, simplicity, nonarbitrariness, and the like—in a
word, to considerations of reasonableness. (The positivists were the last to
seriously question this.) Reasonableness is an evaluative concept and, as such
response-enabled. You can’t hand responsibility over to ‘rules of reasonable—,
ness’; there are no such rules, or at any rate not enough of them. You have to
let yourself be led to some extent by your gut.
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There are places where Chalmers sounds this theme himself. Figuring a
concept’s extension, he says, is notjust grinding out conclusions. Judgment and

discretion may be called for:

the decision about what a concept refers to in the actual world [may] involve[] a large
amount of reflection about what is the most reasonable thing to say; as, for example,
with questions about the reference of ‘mass’ when the actual world turned out to be
one in which general relativity is true, or perhaps with questions about what quali-
fies as ‘belief’ in the actual world. Consideration of just what the primary intension
picks out in various actual-world candidates may involve a corresponding amount of
reflection. But this is not to say that the matter is not a priori: we have the ability to
engage in this reasoning independently of how the world turns out. (1996: 58)

I suppose that we do have this ability. We can ask ourselves what is the most
reasonable thing to say on various hypotheses about how the world turns out.
It is not clear, though, how that argues for the matter’s being a priori. We can
also ask ourselves where the ovals are on various hypotheses about how the
world turns out. Qur conclusions in the second case aren’t a priori, so why
should they be a prioriin the first?

If the oval example shows anything, it’s that the move from ‘we can tell inde-
pendently of how things turn out’ to “we can tell a priori’is a non sequitur. For
‘we can tell independently’ may just mean that we can stage simulated con-
frontations with nature on various hypotheses about the form nature takes. It
may not be obvious that searchers after the most reasonable hypothesis are
doing this. But it seems to me that they are. Judgments of reasonableness and
plausibility are arrived at by exercising a type of sensibility.

To be sure, the sensibility involved is not a perceptual one. And there seems
less cause for worry about simulated plausibility judgments being a bad guide
to real such judgments.>? But the fact that sensibility is required should still give
pause. It means that if you and I disagree about a sentence’s truth-value in w,
there may be no more we can say to each other than ‘I find your position
unreasonable’. The claim that everything but consciousness is a priori entailed
by physics thus comes down to this: if two people disagree about a sentence’s

truth-value in w, each will find his or her own position to be the more reason-
able one, unless the sentence is about consciousness, in which case each side
concedes the rational defensibility of the other. Even if this were true, it is hard

22 The moral case is arguably intermediate in these respects. Sensitivity to the moral aspects of
things has often been likened to good vision or a keen sense of smell. And our horror at an
observed case of, say, euthanasia or abortion may catch us by surprise, given our approving
teaction to the imagined case. (Why else would right-to-lifers work so hard at getting us to fook

at what is being done?)
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to see an argument for metaphysical dualism in it. And it is not true: the zom
; -

bie hypothesis is muich less reasonable than :
‘ the hypothesis that wh
to be feeling, they are feeling. p at what people seery

20 Logical Empiricism and Modal Rationalism

"J:“he1je were two dogmas of empiricism. One was the analytic/synthetic di
_tmctlon. The other was ‘semantic reductionism’—the idea that each staten )
is linked by fixed correspondence rules to a determinate range of conﬁrrr}ent
observations. Quine held that the two dogmas are ‘at bottom the same’ ;;g
the cc.)rrespondenCC rules are in a sense analytic. They give the sentenc.e itz
meamng? so cannot fail as long as that meaning holds fixed, The dogmas are at
least notionally different, though, and my focus will be on the second: the
conception of correspondence rules as analytic, and therefore a priori
Although I'will follow Quine in speaking mostly of analyticity, it is th ior-
ity that is my real concern. ’ e
. How is a modal rationalist like a logical empiricist? They seem initially ver
dlﬁ"erent: The empiricist has analytic correspondence rules connecting t}l'rleo i
to experience. Modal rationalists aren’t proposing anything like that. Yes pec?—,
ple have -to be able to tell a priori whether S is true in a presented world E}one
_though, 1s any thought of that world being presented in experiential terms. There’
1s no case, then, for a charge of phenomenalistic reductionism. |
If one looks, though, at Carnap’s writings on protocol sentences, it turns out
that his sort of reductionism did not have to be terribly experie’ntial either.
Unde.r the influence of Neurath, Carnap thinks that it is somewhat of an o er;
question which sentences ought to be counted as protocols. Sometimle)s a
protocol sentence is said to be any sentence ‘belonging to the physicalistic
'syétem—language’which we are prepared to accept without further tests.? Often
%t is said to be a matter of convention which sentences will count as protoc.ols The
important point for us is that Carnap thinks there are a priori rules conne‘ctin
theoretical statements with protocols, whatever protocols turn out to be ¢
Another seeming difference emerges from Quine’s complaint that éirna
overlooks the ‘holistic nature of confirmation’. The complaint mi i’lt bi
understood like this: One never knows whether S is really correct untilgall the
obs.ervational evidence is in. Hence any rules portrayiHOS as verifiable on the
basis of limited courses of experience—courses of experbience small enough to

be enjoyable by particular observers—would be untrue to the way in which
confirmation actually works.

3 Ayer (1959:237).
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This complaint the rationalist can rightly claim to have answered. He never
represents partial information as enough to ensure that S; the rules he contem-

plates take as input complete information:

[Quine says that] purported conceptual truths are always subject to revision in the
face of sufficient empirical evidence, For instance, if evidence forces us to revise vari-
ous background statements in a theory it is possible that a statement that once
appeared to be conceptually true might turn out to be false.

This is so for many purported conceptual truths, but it does not apply to the super-
venience conditionals that we are considering, which have the form ‘If the low-level
facts turn out like this, then the high-level facts will be like that” The facts specified
in the antecedent of this conditional effectively include all relevant empirical
factors. . . . The very comprehensiveness of the antecedent ensures that empirical
evidence is irrelevant to the conditional’s truth-value. (Chalmers 1996: 5 s)

This is a good answer as far as it goes. But there are aspects of Quine’s

critique that it does not address. Quine says that

the dogma of reductionism survives in the supposition that each statement, taken
in isolation from its fellows, can admit of confirmation or infirmation at all. My
countersuggestion, issuing essentially from Carnap’s doctrine of the physical world
in the Aufbau, is that our statements about the external world face the tribunal of
sense experience not individually but only as a corporate body. (1951: 41 in rpt.)

The problem here is not that S’s confirmational status is underdetermined
until all the empirical evidence is in. The problem is that S’ confirmational sta-
tus is not fully determined even by the full corpus E of empirical evidence. The
degree to which E confirms S, Quine thinks, is tied up with the extent to which
E or aspects of E are deducible from S. But nothing of an observational nature is
deducible from S except with the help of a background theory T. Hence the
degree of support that E lends to S depends on which background theory we use.

This complaint would be easily evadable if there were an analytically
guaranteed fact of the matter about which theory E selects for. One could
simply ask whether E supports S relative to the E-preferred theory, whatever it
might be.

One has to assume, then, that this is what Quine is really concerned to deny.
He denies that there are analytic connections between total corpuses B of
empirical evidence and theories T of nature. Without these, there can be no
analytic connections between E and particular statements S. A number of
things suggest that analytic confirmation relations are indeed the target:

I am impressed, apart from prefabricated examples of black and white balls in an urn,
with how baffling the problem has always been of arriving at any explicit theory of
the empirical confirmation of a synthetic statement. (Quine 1951: 49 in rpt.)
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. This could be taken to mean just that the sought-after theory of
FIOH Would have to be very complicated. But Quine has someilhincilr'lgrma-
in ]Tilnd. He is aware, after all, of Carnap’s attempts to work outg 11 erent
convhrmation which would tell us what to believe on the basis of givenae Odg :1 oot
He is aware, too, that the attempt failed even for the simplest sort of e}j; Lnlce‘
Carr%ap came up with a whole array of confirmation functions, n o
looking a priori better than the rest. rone of them
Where does this leave us? One problem with analytic confirmation rel ti
concerns total evidence. This the rationalist has addressed. But there’s e
prgblem: ‘total science, mathematical and natural and human, is undiszcon~d
mn.uad by experience’ (Quine 1951: 45 in rpt.). The version of’ underdert e~tel‘-
nat.10n Quine needs is really a rather mild one. He needn’t deny that the Com
objectively best theory relative to a given body of evidence. He neednfte o
deny that there’s a single most rational theory to adopt. All he need claim i e:;n
Fhe choice between theories compatible with the evidence cannot be l;asea;
Jus't on our grasp of meaning. It ‘turns on our vaguely pragmatic inclination t
;djust one strand of the fabric of science rather than another. Conservatisn:).
1gures in s i implici
4§;in - uch choices, and so does the quest for simplicity’. (Quine 1951:
This can be reconciled with the analytic view of confirmation relations onl
by supposing that my grasp of the language tells me how conservative I Shoulc};
be, jand how important simplicity is, and how these sorts of desiderata trade off
against one another. If two scientists judged the trade-offs differently, at most
one could be considered to be speaking correctly—that is, in acc01'da;1ce Wiigh
the meanings of her words. That, however, is not how fhe science i
o game is
. The interesting thing is that Carnap agrees that it’s not how the science game
is pla}f.edﬂ His goal, as he usually describes it, is not to uncover the true natfre of
meaning, but to give us tools for making our discursive practice more rational
and efficient. He thinks that disputants should pick a common framework and
then resolve their disagreements by reference to its assertion rules:

it is Preferable to formulate the principle of empiricism not in the form of an
asserti o s
on ... but rather in the form of a proposal or requirement. As empiricists

q
WE require tlle language Of science to be Iestrlcted nacertain w y p Q3 /.
) avy. <Cal napil 6

B . .
- ased on passages like this, one recent commentator has summarized the
view as follows:

fCr1t1c1sms of the meaning/belief distinction rest on the lack ofa principled criterion
- e i
t [semanticality}—no empirical method can be found for making it. However, for
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Carnap, such a distinction is to be reached by agreement in a conflict situation.
Maximize agreement on framework issues and situate disagreement on either
empirically answerable problems or on questions of a pragmatic nature about the

framework. (O’Grady 1999: 1026)

One can argue about whether this would really be helpful. All T am saying
right now is that not even Carnap believes that it is how we really operate: that
our actual practice lends itself to a distinction between semantic factors in
assertion and doxastic ones.

Is there anyone who does believe that this is how we operate? The modal
rationalist does, or at least, such a view is not far from the surface. We are told
that grasp of S’ meaning, or at least the kind of grasp you need to count as
understanding S, is knowing which worlds w are such that had this turned out
to be w, it would have turned out that S. This applies not just to observation-
level statements, but to theoretical statements as well. It is part and parcel of
knowing T’s meaning to know what the world would have had to be like for it
to be the case that'T. And that is not obviously different from Carnap’s idea of
analytic confirmation rules.

I say ‘not obviously different’, because there may be room for maneuver on
the issue of what is involved in ‘knowing which worlds are S-worlds’. T have
been assuming that worlds are given in Jower-level’ terms, whatever exactly
that might mean. What if worlds are described more fully than that, perhaps
as fully as possible? There would be no need to infer that theory T applied; it
would be given that it applied in the world’s initial presentation. This seems
tantamount to saying that one knows the S-worlds as, well, the S-worlds, or
the worlds such that if they turned out actual, it would turn out that S.

But, if a ‘homophonic’ grasp of the set of verifying worlds were all one
needed, then there would be no reason to expect a sentence to be knowable a
priori just because its primary intension contained all worlds.

This is clear from Chalmers’s discussion of physicalism. Consider again the
conditional if PHYSICS, then PAIN’. It is claimed that the only way for this
to be non-a priori is for there to be worlds not in its primary intension: there
have got to be zombie worlds. If our grasp of primary intensions was homo-
phonic, the failure of apriority would present no puzzle, hence no puzzle to
which zombie-worlds might be offered as a solution. The reason 1 don’t know
a priori that if PHYSICS, then PAIN is that I can’t tell a priori whether the
primary intension of ‘if PHYSICS, then PAIN’ contains all worlds. I can’t tell

that because I can’t tell a priori whether the PHYSICS worlds are a subset of
the PAIN worlds. If they are a subset, there is no puzzle as to why the under-
stander doesn’t realize it, because it is assumed from the outset that PHYSICS

worlds are, for all she knows a priori, worlds without PAIN.
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How, then, are worlds presented to the meaning-grasper? She must be able
to pick out the S-worlds on the basis of their ground-level properties. ‘If the
low-level facts turn out like this, then the high-level facts will be like that’
(Chalmers 1996: 55). These conditionals are thought to be analytic; indeed
they are true in virtue of the aspect of meaning to which we have a prior;
access. This is why I say that modal rationalists are committed to something like
the analytic confirmation relations advocated by Carnap and rejected by Quine,
The rationalist who wants to escape Quine’s criticisms has got to (a) show that
the criticisms don’t work even against logical empiricism; (b) show that the
cases are relevantly different.

To accomplish (a) would be to find a mistake in Quine’s reasoning. Maybe,
for example, it’s just untrue that theory is underdetermined by evidence.
To accomplish (b) would be to show that what the modal rationalist says is
different enough from what the logical empiricist says that the Quinean cri-
tique doesn’t generalize. Maybe, for example, the lower-level facts on the basis
of which we can tell a priori whether S are quite unlike the ‘empirical’ facts on
the basis of which we can’t tell a priori whether S. [ won’t pursue the matter

any further here, but Isuspect that the prospects for doing either of these things
are not terribly good.

21 Digression: Imaginative Resistance

Hume, in “The Standard of Taste’, points out something surprising about our
reactions to imagined circumstances. Reading a story according to which S, I
Fry to imagine myself in a situation where S really holds. The surprising thing
is that we can do this quite easily if S is contrary to descriptive fact, but have a
great deal of trouble if S is contrary to evaluative fact. Reading that Franco
drank from the Fountain of Youth and was made young again, you don’t blink
twice. But reading that it was good that little Billy was starved to death since he
had, after all, forgotten to feed the dog, you want to say, ‘it was not good, I
won'’t go along,

Call that imaginative resistance.** Why does it happen? A number of explana-
tions have been tried. Do we resist because what we’re asked to imagine is
conceptually false? No, because (i) counter-moral hypotheses are not concep-
tually false (remember essential contestability), and (ii) lots of conceptually false
scenarios are not resisted (as readers of Calvino and Borges will attest).

** On imaginative resistance, see Gendler (2000), Moran (1989), and Walton (1994).
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Do we resist because what we're asked to imagine is morally repugnant?
No, because we balk at aesthetic misinformation as well. ‘All eyes were on the
twin Chevy 4 X 45 as they pushed purposefully through the mud.
Expectations were high; last year’s blood bath death match of doom had been
exhilarating and profound, and this year’s promised to be even better. The
crowd went quiet as special musical guests ZZ Top began to lay down their
sonorous rhythms. The scene was marred only by the awkwardly setting sun’
R eading this, one thinks, ‘If the author wants to stage a monster truck rally at
sunset, that’s up to her. But the sunset’s aesthetic properties are not up to her;
nor are we willing to take her word for it that last year’s blood bath death match
of doom was a thing of beauty’*

Do we resist because the scenario is repugnant along sorme evaluative dimen-
sion or other? No, because it is not only evaluative suggestions that are resisted.
You open a children’s book and read as follows: “They flopped down beneath
the great maple. One more item to find, and yet the game seemed lost. Hang
on, Sally said. It’s staring us in the face. This is a maple tree we’re under. She
grabbed a five-fingered leaf. Here was the oval they needed! They ran off to
claim their prize. Reading this one thinks, ‘If the author wants it to be a maple
leaf, that’s her prerogative. But the leaf’s physical properties having been set-
tled, whether it is oval is not up to her. She can, perhaps, arrange for it not to
have the expected mapley shape. But if it does have the expected shape, then
there is not a whole lot she can do to get us to imagine it as oval’

Imaginative resistance arises not only with evaluative predicates, but also
with (certain) descriptive ones: ‘oval’, ‘aquiline’, ‘jagged’, ‘smooth’, ‘lilting’.
What do these predicates have in common? P makes for imaginative resistance
if, and because, the concept it expresses is of the type I have called ‘grokking’,
or response-enabled.?®

Why should resistance and grokkingness be connected in this way? It’s a fea-
ture of grokking concepts that their extension in a situation depends on how
the situation does or would strike us.?” ‘Does or would strike us’ as we are: how
we are represented as reacting, or invited to react, has nothing to do with it.
Reesistance is the natural consequence. If we insist on judging the extension
ourselves, it stands to reason that any seeming intelligence coming from else-
where is automatically suspect. This applies in particular to being ‘told” about
the extension by an as-if knowledgeable narrator.

25 She knows this, moreover. Why make a suggestion you know will not be accepted? There
might be any number of reasons, but most likely she is just pulling our leg.

*$ [For an alternative diagnosis of this phenomenon, see Currie, Ch. 4 above—eds.]

27 T assume that fictional situations are presented as counteractual, not counterfactual. One is

to think of them as really happening,.
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22 (Conceptually) Contingent A Priori

I have called a lot of claims a priori. But not much has been done to explicate
the notion; the focus has been more on conceptual necessity. I doubt that it i
possible to explain apriority in all its guises with the materials at hand. But | §
try in the next few sections to clarify a particular type of apriority as faras I can
(Nothing argued so far depends on what is coming next.) '

“Water contains hydrogen’ is touted in Naming and Necessity as an example
of an a posteriori metaphysical necessity. ‘Cassinis are oval’ has been touted
here as an example of an a posteriori conceptual necessity. A posteriori concep-
tual necessities are the counterpart in our system of the a posteriori metaphys-
ical necessities that Kripke emphasized.

One might wonder whether we have anything to correspond to Kripke’s
other famous category: the category of a priori but (metaphysically) contingent
truths like ‘Neptune is the planet if any responsible for . . ..

I'suggested above that ‘unless we are greatly misled about the circumstances
of perception, a figure is oval iff it looks egg-shaped’ was a priori, or close
enough for present purposes. But of course things could have turned out so that
we were unable to see eggs in oval figures. Things could have turned out so that
we never saw anything as egg-shaped.

Had things turned out so that nothing looked egg-shaped, would the world
bave turned out to be oval-free? The answer seems clear. How we see things is
irrelevant to how they are shaped. It would have turned out that there were
ovals which, however, did not look the way ovals are supposed to look.

I make no prediction about what we would have said. It may be that we
would have said ‘there are no ovals’. That is irrelevant unless the meaning that
‘oval’would have turned out to have in that circumstance is the meaning it has
actually. And it seems clear that the meanings are different. If people say ‘there
are no ovals in a world geometrically just like ours, they do not mean the same
thing by ‘oval’ as we do.

‘Unless . . . ,a figure is oval iff it looks egg-shaped’is an a priori but concep~
tually contingent truth. It could have turned out that we were not prone to see
ovals as egg-shaped, perhaps because we were not prone to see anything as
egg-shaped. And, approaching it from the other end, it could have turned out
that almost-circular figures looked to us egg-shaped, despite not being oval.

This seems at first puzzling: how can it be a priori that ‘oval iff looks
egg-shaped’ when it could have turned out otherwise? One has to remember
that the scenario where it turns out otherwise is also a scenario where it turns

out that ‘oval’ doesn’t mean what we all know it does mean. A scenario in
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which ‘oval’ changes meaning can no more stop ‘oval iff looks egg-shaped’
from being a priori than one in which ‘=" means nonidentity can stop
‘Phosphorus = Phosphorus’ from being a priori.

23 Apriority versus Conceptual Necessity

 said that ‘oval’ could have turned out not to mean what we all know it does
mean. What we all know it does mean is oval. So I could equally have said that
it could have turned out that‘oval’ did not mean oval. I do not shrink from this
way of putting it, or even the claim thatit could turn out (though it won'’t) that
‘oval’ doesn’t mean oval.

I admit, however, that these claims sound funny. If we accept that ‘oval’
could have turned out not to mean oval, then it seems like we should regard
as not completely insane someone (Crazy Eddie) who says that ‘oval’ doesn’t
mean oval. He could turn out to be right! Intuitively, though, there is no
chance whatever of Crazy Eddie’s turning out to be right.

What does it take for Crazy Eddie to be vindicated? It is not enough that,
letting S be the sentence he uttered, it could have turned out that S. The
scenario in which it turns out that S could be a scenario in which S has changed
meaning. You are not vindicated unless what you said turns out to be right;
it’s not enough that what you turn out to have said turns out to be right.
Otherwise Warrenites would be vindicated if ‘Oswald acted alone’ turned out
to mean that Oswald had help, and he did. There is no danger of Crazy Eddie
turning out to be right, because, letting M be the (actual) meaning of his words,
had it turned out that M, it would have turned out that M was not what he said!

I assume that ‘it could turn out that . . . is an intensional context—that is, a
context treating synonyms alike. Since ‘sister’ is synonymous with ‘female sib-
ling’, and it could turn out (though it won't!) that ‘sister’ does not mean female
sibling, it could turn out that ‘sister’” does not mean sister. The reason why it
sounds funny to say it is that the statement strongly siuggests something absurd:
namely, that someone who conjectures that ‘sister’ doesn’t mean sister could
turn out to be right.

Another (not incompatible!) way to explain the funniness is this. There is a
use of ‘it could turn out that S’ on which it means that it is not a priori that 7S.
In that (alternative) sense of the phrase, it really couldn’t have turned out that

‘sister’ didn’t mean sister. For we know a priori that ‘sister’ means sister. If
it doesn’t sound as bad to say that ‘sister’ could turn out not to mean female
sibling, that might be because we don’t know a priori that it does mean

female sibling.




488  StephenYablo

Compared to conceptual necessity, apriority is an elusive notion. O
son has already been noted. Ifit is a priori that ‘sister’ means sister b1:1t nne e
?t means female sibling, then ‘it is a priori that . . ’is not an intensi;nal c .
it cares about the difference between synonyms. (‘It could have turnZtlteXt;
that . . ’ (in the alternative epistemic sense) is therefore not intensional eithoUt
St.rar%ger even than the failure of intensionality is the following. The cla:ri‘
a priori truths is often claimed to be closed under (obvious) logical co -
quence. This can’t be right, if a well-known account of apriority is enseh
roughly correct. It is a priori that S, according to the well-known accoun\;ePf
one can know that S is true just on the basis of one’s grasp of S’s meani "
Suppose I know that A and that A o B just through my grasp of the tw;) sng‘
tences’ meanings, and then I infer B. If this is my reason for believing B th: n;
f:lo not know it a priori. For my beliefis based in part on my grasp ofA’s’ :
ing,and A is a different sentence from B, e
‘The failure of logical closure helps us resolve a puzzle. There are man
things I know a priori. For instance, I know a priori that sisters are sisters anz
that Hesperus = Hesperus. If ‘S’is a sentence I understand, then I would s,eel
to know a priori that ‘S is true iff S.* (More on this claim below.) B
But I rarely, if ever, know a priori that a sentence ‘S’ is true; for truth-value
depends on meaning, and my knowledge of meaning is a posteriori. I have to
learn what a sentence means, even a sentence of my own idiolect. And my views
on the topic are rationally defeasible under the impact of further evidence
Thelquestion is, why can’t I combine my a priori knowledge that sisters
are siblings with my a priori knowledge that if they are siblings, then ‘sisters
are siblings’ is true, to arrive at a priori knowledge that ‘sisters’are siblings’
is true? ¢
The problem is not that I can’t modus ponens my way to the conclusion
that. ‘S1s true, starting from premises known a priori. The problem is éhat
having done so,itis notjust in virtue of understanding ¢ “S”'is true’ that knovx;
that *S”is true. The understanding 1 have of ‘S’ plays a role too, and that is
something over and above my understanding of ¢ *S” is true’. (I’can under-
st?n.d the latter while momentarily forgetting what ‘S’ means, or while enter-
taining a skeptical hypothesis to the effect that it means some’thing other than
I had thought.) Since I cannot claim to know that ‘S’ is true just in virtue of

my understanding of that ver i iori
oy e g y sentence, I cannot claim to know a priori that

28 :
Notice the quotation mark i isti
narks. Use/mention distinctio
ns that had been left to ¢ Xt ar
here marked explicitly. O cometae
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24 Apriority

What can we say about apriority to explain these puzzling features? Since apri-
ority is a matter of what my grasp of a sentence’s meaning tells me, our account
has got to bring in grasp explicitly. What aspect of grasp could function to tell
me that the sentence is true? A state that tells me something is a state whereby
I possess information. So our account should be in terms of the information I
possess whereby I grasp meaning. Call this my grasp-constituting information
about‘S’. The proposal is that
(AP) itis a priori (for me) that S iff for some G

(a) that‘S’is G is part of my grasp-constituting information,

and
(b) being G conceptually necessitates being true.

Let’s revisit some earlier questions with (AP) in hand.

How can it be a priori that ‘sister’ means sister yet not a priori that it means female
sibling? That ‘sister’ means sister is part (all?) of the information whereby I grasp
“sister’. T do of course realize ‘on the side’ that to be a sister is none other than
to be a female sibling. But that is a collateral belief which does not figure in my
grasp. Suppose the belief changed in response to some oufré counter-example;
that would be a change in what I thought sisters were, but not a change in what
[ meant by ‘sister’.

Why are the a priori truths not closed under logical consequence? Having deduced
B from A and A © B, 1 am in possession of information given which B has to be
true. But there is no reason to expect the information to be grasp-constituting
with respect to B; on the contrary, the information by which I grasp A is
likely to be involved. To know B a priori, I need to know it on the basis of the
information whereby I grasp B.

Hotw can an a priori truth fail to be conceptually necessary? The information G that
conceptually necessitates that ‘S’ is true might not be conceptually necessary
information. If ‘S’ has a conceptually contingent property that conceptually
necessitates that ‘S’ is true, all [ can conclude about ‘S’ truth-wise is that it is true
given how matters actually stand. Conceptual necessity requires more than
this: ‘S’ must be true on any hypothesis about how matters stand, including the
false ones.

Example: I am newly arrived in the royal court. A helpful attendant explains
that ‘the king’ is to be understood so that ‘the king is the guy giving orders,
wearing the crown, and so forth’ comes out true. I come as a result to know a
priori that the king is the guy giving orders, and the rest. Now, as a matter of
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fact, it is Richard who is doing all these things; as a matter of fact, it is Richard
who is the king. But things could have turned out so that it was an impostor
Richerd who was giving orders, and so on. Wou i

Richerd RiCherd?g g Would the king then have turned

I have certainly been given no reason to think so. I was told that ‘the ki’
stood for the order-giver by someone who supposed (correctly) that the order.
giver was Richard. They leaned on that supposition in defining ‘the king’ as the
order-giver. Leaning on a supposition that they knew could turn out to be
false, they were careful not to say that the king would still have been the order-
giver however things had turned out. And indeed, he wouldn't: things could
have turned out so that the king was Richard, while the order-giver was
Richerd.” It is conceptually contingent that the king = the order-giver.
Still,  know it a priori.

Why are some conceptually necessary truths not a priori? Sometimes the informa-
tion that a speaker possesses about ‘S’ whereby she grasps its meaning is informa-
tion that exhibits ‘S’ as true. Other times, it isn’t. I am not sure what a typical
understanding of ‘cassinis are oval’ involves, but one is not expected to realize
that it is true. You should perhaps know that things looking egg-shaped are to
be counted oval. But that doesn’t enable you to work out that cassinis are oval
until you’ve laid eyes on one.

If sisters are siblings’ can turn out not to be true, yet sisters cannot turn out not to be
siblings, then in some counteractual world sisters are siblings and ‘sisters are siblings’ is
untrue. Why isn’t this a world in which the T-biconditional fails? It is a world where
the T-biconditional fails. It could have turned out that ‘sisters are siblings’ is
untrue although sisters are siblings. This seems odd until we remember that it
can happen only if ‘sisters are siblings’ turns out not to mean what it does mean.
A world where it turns out not to mean what it does mean is a world where
my grasp-making information fails. A world where that information fails is
irrelevant to the issue of whether that information entails the truth of the

* A related sort of presupposition is discussed by Putnam: ‘Suppose I point to a glass of water
and say “this liquid is called water”. . . . My “ostensive definition” of water has the following
empirical presupposition: that the body of liquid I am pointing to bears a certain sameness rela-
tior: to . . . most of the stuff Tand other speakers in my lingnistic community have on other occa-
sions called “water.” If this presupposition is false because, say, ] am without knowing it pointing
to a glass of gin and not a glass of water, then I do not intend my ostensive definition to be
accepted. Thus the ostensive definition conveys what might be called a defeasible necessary and
sufficient condition. . . . Ifit is not satisfied, then one of a series of, so to speak, “fallback” condi-
tions becomes activated’ (1975: 225). I would add only that the series tends to be a finite one.
Some defeats you recover from; an (itself defeasible) backup condition kicks in. Eventually,
though, the backups are exhausted, and the definition just fizzles.
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biconditional—and so to the issue of whether it holds a priori that ‘sisters are
siblings’ is true iff sisters are siblings.

Why does the feeling persist that if it is not a priori that S, there is a counteractual
world in which —S? There is an argument to this effect that almost works. If
there are no counteractual worlds in which S, then every counteractual
wortld is an S-world. A fact like that surely figures in the information whereby
we understand ‘S’.3° The fact entails that ‘S’ is true, and so grasp-making infor-
mation entails that ‘S'is true,and so S is a priori. Contraposing, if S is not a pri-
ori, then it does not hold in all counteractual worlds. But, the sentence
beginning ‘a fact like that surely figures’ assumes our grasp is rationalistic. The
feeling persists because we forget that there are other ways to understand.
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